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Introduction
Structure from motion (SFM) has become an integral 

technique in coastal change assessment; the U.S. Geological 
Survey (USGS) used Agisoft Metashape Professional Edition 
photogrammetry software to develop a workflow that pro-
cesses coastline aerial imagery collected in response to storms 
since Hurricane Florence in 2018. This report details step-by-
step instructions to create three-dimensional (3D) spatial prod-
ucts from both singular and repeated collections of shoreline 
aerial imagery. The products can be used for real-time hazard 
guidance and future forecasting and recovery endeavors.

This work was supported by the Remote Sensing Coastal 
Change project of the USGS Coastal/Marine Hazards and 
Resources Program and by congressional appropriations 
through the Additional Supplemental Appropriations for 
Disaster Relief Act, 2019 (Public Law 116–20; 133 Stat. 871). 
The funds from the Disaster Relief Act have been used by 
this project and program to assist with recovery efforts from 
Hurricane Florence and Michael following damage to the 
coastlines. The scope of the Remote Sensing Coastal Change 
project has been extended from documentation of Hurricane 
Florence (2018) impacts in North Carolina to documentation 
of storm impacts and recovery from Hurricane Dorian (2019) 
and Isaias (2020). The tasks covered by the storm documenta-
tion include producing data for hurricane impact models and 
assessments of future coastal vulnerability.

The workflow described in this report takes advantage of 
the flexibility, quality retention, and low-cost nature of SFM, 
as demonstrated by earlier users (James and Robson, 2012; 
Westoby and others, 2012; Fonstad and others, 2013); the 
benefits and caveats of using SFM in the earth sciences are 
summarized by James and others (2019). The methodologi-
cal contributions set out in this report are fully transparent, 
based on sound photogrammetric principles, and the result of 
rigorous testing. These best practices have been developed for 
singular and repeat collections of shoreline imagery that use a 

combination of camera locations and ground control points to 
produce digital elevation models and orthorectified imagery 
products. This documentation details step by step instructions 
for using Metashape Professional Edition software, but is 
ultimately intended to provide sufficient background on photo-
grammetric principles and the workflow as used in the USGS 
hurricane relief and recovery efforts to allow consistent repli-
cation and application of these techniques to novel datasets.

This report is not intended to replicate the Metashape 
user manual (Agisoft LLC, 2020b). The steps, values, and 
suggestions presented in this report are not necessarily generic 
and may not be suitable for every SFM project. Where pos-
sible, choices are explained where they are based on the 
software or the data type analyzed. The workflow detailed in 
this report addresses processing nadir and near-nadir aerial 
imagery collected from approximately parallel quasilinear 
flight paths along the coast to measure geomorphological 
change over long and narrow continuous natural features, such 
as barrier islands. The software to produce SFM products is 
undergoing continual evolution, but this snapshot documenta-
tion can serve as a go-to guide when there is a need to process 
large landscape imagery datasets with little or no formal 
training in SFM or photogrammetric principles. Although this 
workflow is specific to Metashape Professional Edition, those 
working with similar software can still find relevant guidance 
in this document. Photogrammetric theory has not changed 
substantially over time, and SFM practices with aerial imagery 
taken of natural environments typically proceed along similar 
steps (Shervais, 2015). Because the use of SFM is changing, 
the best practices in this resource may require updates.

The photogrammetry field is diverse, with the fields 
of archeology and geomorphology especially having ben-
efited from SFM workflows where it augments (Nouwakpo 
and others, 2016) and potentially replaces more expensive 
topographic survey techniques (for example, aerial light 
detection and ranging [lidar] and terrestrial laser scanning). 
When supported by a Global Positioning System (GPS) of 
less than 10-centimeter (cm) accuracies and pixel sizes, SFM 
can measure landscapes at similar qualities over multikilo-
meter scales and detect landscape change with decimeter 

1U.S. Geological Survey.
2TN Photogrammetry, LLC.
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accuracy. SFM workflows can also be run rapidly, enabling 
near-real-time delivery of products that are valuable to a wide 
audience.

With this in mind, SFM workflows have been developed 
with the use of unoccupied aerial systems (UASs) to map 
coastal cliffs and dunes, river banks and floodplains, grass-
lands, and river ice (Woodget and others, 2015; Warrick and 
others, 2017; Alfredsen and others, 2018; Forsmoo and others, 
2018; Carrivick and Smith, 2019); underwater SFM applica-
tions employ specialized cameras to map submerged settings, 
such as coral reefs (Storlazzi and others, 2016; Hatcher and 
others, 2020). Paleontology, archaeology, and architectural 
historical preservation are also benefitting from the growing 
technical applications of SFM with use of UASs and other 
camera platforms to map dinosaur trackways, ruins, and 
historical sites (Matthews and others, 2006; Yilmaz and oth-
ers, 2007; Jones and Church, 2020). The workflow detailed in 
this report specifically targets mapping coastal systems from 
airborne flights (Sherwood and others, 2018), but could be 
applied in other scenarios and landscapes with similar image 
quality and collection methods.

Overview
Much of this workflow is software specific. Although 

there are open-source SFM programs, the standalone pho-
togrammetric processing commercial software Agisoft 
Metashape Professional Edition facilitates grouping images by 
time and space, encompasses the entirety of the SFM work-
flow described in this report from raw imagery to digital 
elevation models (DEMs) and orthomosaics (Turner and 
others, 2014), allows the user to maintain control over model 
parameterization, and is scalable and scriptable using Python 
or JavaScript. The Metashape Professional Edition version 
1.6 user manual (Agisoft LLC, 2020b) instructs on the basics 
of lens coefficients, image captures, and provides a generic 
SFM workflow; for the purposes of this report, the manual will 
be referred to as the “Metashape user manual”. Many of the 
processing steps are applicable to earlier versions of Agisoft 
Metashape, Agisoft Metashape Professional, and its predeces-
sor Agisoft Photoscan (U.S. Geological Survey, 2017), but 
earlier versions may not include all the features discussed 
in this report. This guide specifically describes the require-
ments, procedures, and inputs necessary to create high-quality 
SFM coastal products from aerial imagery, including georefer-
enced orthomosaics and DEMs, using Metashape Professional 
Edition version 1.6.5 (Agisoft LLC, 2020a).

Quick Start Guide
A quick-reference, condensed version of the workflow 

detailed in this report is detailed in table 1. The table is not 
a replacement for the expanded instructions in this report; 

rather, it serves as an access point for the detailed instruc-
tions and complements the visual workflow (fig. 1; see also 
“Starting a New Project” section of this report). The most 
subjective part of the workflow is when to stop removing tie 
points and stop optimizing. There are multiple indicators (see 
“Error Reduction—Optimization and Camera Calibration” 
section of this report) that may help with this decision on a 
case-by-case basis.

Metashape Professional Edition 
Settings

To keep projects consistent and comparable, applicable 
settings in Metashape Professional Edition (referred to as 
Metashape for this report) are provided in this section. Some 
of the settings may require a deeper understanding of photo-
grammetry, computer science, or Metashape terms. Note that 
the term “camera” in Metashape is used to describe a specific 
image at a specific time and location, and the term is also 
the tool used to take photographs. Metashape uses “image”, 
“photograph”, and “camera” interchangeably. This creates an 
unwanted complexity in the software; in this text, the usage 
of “camera” or “sensor” will be used to describe the physi-
cal instrument and “image” will be used wherever possible to 
describe a photograph at a specific time and location. Settings 
and terminology may be further explained or become clearer 
later in this report.

The Metashape workspace has eight display panels, all 
of which can be toggled on and off under the “View” menu. 
For example, a workspace may use the Workspace, Photos, 
Reference, and Console panels (fig. 2). The general steps to 
process a project are listed under the Workflow menu and are 
detailed in this section. Follow Tools >> Preferences to access 
the general and advanced settings dialog.

External Inputs and Processes

Metashape processes imagery into spatially georefer-
enced products. The shoreline imagery inputs are either aerial 
nadir, near-nadir, or high-angle oblique images. Metashape 
does not support camera-specific (.raw) formats, so the images 
must be converted to a compatible format (such as .dng, .tiff, 
or .jpg). The quality of the imagery will also affect or limit 
the quality of the final products; projects with low resolution 
or blurry image inputs may not be fully supported. Image 
quality can be assessed based on sharpness in Metashape 
by right-clicking on a photo >> Estimate Image Quality >> 
“Apply to” >> “All cameras”. A quality assessment of 1 (unit-
less) is considered the best possible; consider removing or 
disabling images with a quality less than 0.5 from the proj-
ect. The images must also have position information, which 
may be derived from postprocessing kinematic (PPK) tech-
niques, or at least three ground control points (GCPs) in the 
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Table 1. Quick start guide for the structure from motion workflow used to aid hurricane relief and recovery efforts by the U.S. Geological Survey.

[GPS, Global Positioning System; INS, inertial navigation system; m, meter; RMSE, root mean square reprojection error value (reported in pixels); NAD83(2011), North American Datum of 1983 with 2011 
adjustment; UTM, Universal Transverse Mercator; NAVD88, North American Vertical Datum of 1988; GCP, ground control point; DEM, digital elevation model; 3D, three-dimensional; 4D, four-dimensional; 
>, greater than; <, less than; ≤, less than or equal to; %, percent; —, no specification]

Step Menu Function Action As used in this workflow

Image setup and alignment

1 Main Menu >> Workflow Add imagery Navigate to directory with imagery and select all imagery 
associated with the project

.jpg file format

2 Workspace pane >> Cameras Add camera group Put images from same collection into a new camera group For example, separate images from 
2018-10-06 and 2018-10-07 into camera 
groups

3 Main Menu >> Tools Camera calibration Import precalibration (optional) —
Set GPS or INS offset for lever arm 0.1/−0.15/1.25 (0.05) (in meters)
Create camera calibration groups Make for each 4D or 3D collection

Reference panel >> Import Add camera positions (optional) Import file of coordinates and altitude for each image .txt file of latitude, longitude, and height 
above ellipsoid

4 Reference panel >> Settings Set camera accuracy Under Measurement Accuracy, set Camera accuracy 0.1/0.15 (in meters)
Set tie point accuracy Under Image Coordinates Accuracy, set “Tie point accuracy” 1 (default; in pixels)
Set camera coordinate reference 

system
Select from “Coordinate System” dropdown NAD83(2011)

5 Main menu >> Workflow Align imagery Change settings to: high, generic, reference-source, 60000, 0 —
Add ground control points (optional)

6 Reference panel >> Import Add GCPs Import or detect Load from .csv file
7 Reference panel >> Settings Set GCP accuracy Under “Measurement Accuracy”, set “Marker accuracy” 0.02/0.03 (in meters)

Under “Image Coordinates Accuracy”, set “Marker ac-
curacy”

0.5 (in pixels)

Set GCP coordinate reference 
system

Make sure dropdown “Coordinate System” matches cameras 
in step 5

NAD83(2011)

8 Reference panel >> Markers Filter by marker Manually adjust GCPs on individual images —
Error reduction and bundle adjustment

9 Workspace panel >> Chunk Duplicate Before optimization, duplicate chunk and rename Uncheck “Keep key points”
10 Reference panel >> Optimize Initial optimization Check on: f, cx, cy, k1, k2, k3, p1, p2, tie point covariance —
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Table 1. Quick start guide for the structure from motion workflow used to aid hurricane relief and recovery efforts by the U.S. Geological Survey.—Continued

[GPS, Global Positioning System; INS, inertial navigation system; m, meter; RMSE, root mean square reprojection error value (reported in pixels); NAD83(2011), North American Datum of 1983 with 2011 
adjustment; UTM, Universal Transverse Mercator; NAVD88, North American Vertical Datum of 1988; GCP, ground control point; DEM, digital elevation model; 3D, three-dimensional; 4D, four-dimensional; 
>, greater than; <, less than; ≤, less than or equal to; %, percent; —, no specification]

Step Menu Function Action As used in this workflow

Error reduction and bundle adjustment—Continued

11 Main Menu >> Model >> 
Gradual Selection

Reconstruction uncertainty 
(geometry)

Set level: 10 (if >50% points are selected, increase until 
<50% points are selected)

—

Delete points and optimize (optional) —
Check on: f, cx, cy, k1, k2, k3, p1, p2, tie point covariance —
Monitor: projections goal >100, RMSE (in pixels) ≤0.3 —

12 Main Menu >> Model >> 
Gradual Selection

Projection accuracy (pixel 
matching errors)

Set level: 2 (if >50% points are selected, increase until 
<50% points are selected)

Projection accuracy set to level 3

Delete points and optimize —
Check on: f, cx, cy, k1, k2, k3, p1, p2, tie point covariance —
Monitor: projections goal >100, RMSE (in pixels) ≤0.3 —

13 Main Menu >> Model >> 
Gradual Selection

Reprojection error (pixel re-
sidual errors)

Set level: 0.3 or the level when about 10% of points are 
selected

—

Delete points and optimize —
Check on: f, cx, cy, k1, k2, k3, p1, p2, tie point covariance —
Repeat until level 0.3 selects no points or <10% of original 

tie points remain
—

Monitor: projections goal >100, RMSE (in pixels) ≤0.3 Stop if <10% original number of tie points re-
main, the Errors column exceeds Accuracy 
column in the Reference panel, or the 
Errors column starts to increase

14 Reference panel >> Optimize Optimization (optional) Check on: f, cx, cy, k1, k2, k3, p1, p2, additional coeffi-
cients, tie point covariance, and fit additional corrections

Coefficients b1, b2, and k4 are inappropriate 
to model or enable with most consumer 
grade cameras.
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Table 1. Quick start guide for the structure from motion workflow used to aid hurricane relief and recovery efforts by the U.S. Geological Survey.—Continued

[GPS, Global Positioning System; INS, inertial navigation system; m, meter; RMSE, root mean square reprojection error value (reported in pixels); NAD83(2011), North American Datum of 1983 with 2011 
adjustment; UTM, Universal Transverse Mercator; NAVD88, North American Vertical Datum of 1988; GCP, ground control point; DEM, digital elevation model; 3D, three-dimensional; 4D, four-dimensional; 
>, greater than; <, less than; ≤, less than or equal to; %, percent; —, no specification]

Step Menu Function Action As used in this workflow

Error reduction and bundle adjustment—Continued

15 Reference panel >> Settings Tighten tie point accuracy and 
continue Reprojection error 
gradual selection (optional)

Change tie point accuracy (in pixels) from 1 to 0.1–0.3 —
Optimize —
Check on f, cx, cy, k1, k2, k3, p1, p2, additional coefficients, 

tie point covariance, fit additional corrections
—

Monitor: projections goal >100, RMSE (in pixels) ≤0.18 —
Stop if RMSE ≤0.18, <10% original number of tie points re-

main, or the Errors column exceeds the Accuracy column 
in the Reference panel or RMSE begins to increase

Repeat step 14 using 10% of points per gradual selection. 
Stop if RMSE (in pixels) ≤0.18 or begins to increase

—

Build dense point clouds, DEMs, and orthomosaics

16 Main Menu >> Region Resize output region Use resize and rotate region tools to redefine output area —
17 Workspace panel >> Chunk Duplicate Create duplicate chunk for each 4D flight chunk and rename Not necessary in 3D

Disable or delete Disable or delete cameras not related to product being 
produced

Repeat for each flight chunk

18 Main Menu >> Workflow Build dense cloud Set Quality: high; depth filtering: mild; check all —
Main Menu >> Tools or 

Main Menu >> Model
Edit dense cloud Use filter by confidence or manually select flyers and sinkers —

19 Main Menu >> Workflow Build mesh (optional) Height field, dense cloud, high, enabled If built from depth maps, the setting is arbi-
trary

Build DEM Select from “Coordinate System” dropdown, dense cloud, 
interpolation disabled

Build in NAD83(2011)

Build orthomosaic Build from DEM, mosaic Build from a separate interpolated DEM to 
avoid holes in the orthomosaic

Export and file naming

20 Main Menu >> File Export Change coordinate reference system to UTM projection and 
vertical datum (may need to download a geoid)

NAD83(2011) UTM Zone 18N + NAVD 88 
(meters)

Set resolution size 0.25 m
Set region boundaries to round numbers Nearest 10s of meters
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Figure 1. Schematic diagram summarizing a workflow using Agisoft Metashape Professional Edition. The workflow conceptualizes 
four main stages: structure from motion, ground control, point cloud optimization, and product generation. Each stage contains a series 
of processes, decisions, inputs, and parameters important for consideration in the software. The workflow can be applied to projects 
with optional inputs. Steps or inputs that may change based on the requirements of a project are indicated by purple text or a purple 
outline. GPS, Global Positioning System; INS, inertial navigation system; GCP, ground control point; RMS, root mean square; %, percent; 
≤, less than or equal to 3D, three-dimensional; 4D, four-dimensional; DEM, digital elevation model; m, meter.
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Figure 2. Screenshot of a new, blank project workspace in Agisoft Metashape Professional Edition, showing a standard arrangement of working panels (Workspace, Photos, 
Reference, and Console) for a single-monitor workstation.
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reconstructed scene to produce georeferenced photogrammetry 
products (Smith and others, 2016; Sanz-Ablanedo and others, 
2018); Agisoft suggests at least 10 evenly spread GCPs for 
high quality results (Agisoft LLC, 2020b). Well-constrained 
camera positions (at decimeter accuracy) can be used to cre-
ate products with horizontal and vertical uncertainties of less 
than 1 meter (m; Turner and others, 2014), but the addition of 
even one accurately-located GCP to the project is enough to 
increase overall vertical accuracies (Forlani and others, 2018). 
Although SFM products can be created without GCPs, their 
addition to the workflow is encouraged, if only to check the 
accuracy of the camera alignment and the final products.

The Metashape workflow used for this report uses a loss-
less .jpg 8-bit file format, determined to be the best compro-
mise between file size and quality for the scale of project. 
Images in the workflow used for this report were captured in 
true color with about 75 to 80 percent forward overlap and 
60 to 70 percent side overlap from an altitude of 300 m from a 
piloted, fixed-wing aircraft. For reproducibility context, SFM 
products have been made with the same workflow using imag-
ery obtained from drones with set flight paths, greater overlap, 
and lower altitude than for imagery in this study, as well as 
imagery obtained from the National Oceanic and Atmospheric 
Administration (2020) that have less overlap and are captured 
from a higher altitude. Note that insufficient overlap may 
result in poor Metashape reconstructions and a distinct “train-
track” pattern where there are consistent gaps in the point 
cloud. The data on the camera position for the workflow used 
for this report were collected with a global navigation satellite 
system (GNSS), stored in an external file, and corrected using 
PPK techniques.

The GNSS signals at the antenna mounted atop the 
aircraft were collected at a sample rate of 1 hertz by a dual-
frequency survey-grade GNSS receiver. These data, along 
with reference data from no fewer than four National Geodetic 
Survey continuously operating reference stations and pre-
cise satellite ephemerides published by the International 
GNSS Service, were combined in NovAtel GrafNav (ver-
sion 8.80.2720) GNSS postprocessing software (NovAtel, 
2020) to produce trajectories with low (1-hertz) GPS sampling 
frequency with an estimated horizontal accuracy of 10 cm and 
a vertical accuracy of 15 cm (Kranenburg and others, 2020). 
This trajectory, in combination with precisely recorded shut-
ter activation event times, generates antenna positions at the 
moment of each image capture. Metashape treats the camera 
position as the nodal point of the lens, the place where all light 
rays converge from the scene before being projected onto the 
sensor. A more accurate camera position is obtained when the 
lever arm offset from the nodal point of the lens to the antenna 
reference point of the GNSS antenna (GPS or inertial navi-
gation system [INS] offset) is measured within the frame of 
reference of the camera.

File Types

Metashape supports two project file types. The .psx file 
type is uncompressed and has companion files that must be 
copied together with the Metashape working file. Project .psz 
files are compressed and will have longer loading and saving 
times but do not have companion folders. The .psx file format 
supports DEMs, orthomosaics, and network processing, 
whereas the .psz file format does not.

Within each project file, Metashape parses imagery into 
“chunks”, which is what groups of images, camera models, 
and products listed and edited in the Workspace panel are 
called in Metashape. Chunks can be duplicated during the 
workflow process as an easy way to save changes because 
there is no way to undo certain processes. Only one chunk can 
be active at any time. Duplicated chunks are, by default, exact 
copies and include key points and products such as depth maps 
unless specifically deselected, which can save space (fig. 3B). 
Chunks should be duplicated before major changes or after 
a time-consuming step. For example, duplicating a chunk 
after alignment creates an active copy, which can be used in 
further processing, and the now inactive original chunk can 
be returned to or duplicated again if a mistake in subsequent 
steps requires a need to reprocess from the previous state. In 
the example, without a duplicated chunk, the steps up to and 
including the alignment would need to be redone. To work 
with a chunk, right-click on the chunk to open a context menu; 
actions include adding images and folders and exporting prod-
ucts. The “Show Info…” option from the context menu can 
be selected to observe associated errors, number of tie points, 
and all other relevant parameters of the chunk as it has been 
processed (fig. 3A).

Metashape Preferences Dialog

The Metashape Preferences dialog allows users to adjust 
general settings for the software. This section describes set-
tings that may affect the workflow, but not all settings will be 
addressed (for example, the “Navigation” tab); for settings not 
mentioned, the default setting is assumed; a comprehensive 
description of all settings is available in the Metashape user 
manual. Metashape Preferences may be reset to the manufac-
turer’s default in the “Advanced” tab.

General Tab
Changes to language, units, keyboard shortcuts, and mis-

cellaneous preferences are detailed in this section (fig. 4A).

User Interface >> Default view
If the “Default view” is set to anything other than Point 

Cloud, (such as Dense Cloud or Model), there is a chance of 
the program crashing if the dense cloud or model file size is 
unexpectedly large. This can be a serious consideration with 
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A B

Figure 3. Screenshots of dialogs in Agisoft Metashape Professional Edition used with chunks. A, The Show Info dialog for a chunk 
named “Optimization” that displays the various properties and values of a chunk; and B, The Duplicate Chunk dialog with various 
products in the “Items to copy” list selected.

large datasets, such as the complete dataset generated for the 
workflow used for this report, which has over 35,000 images 
(Kranenburg and others, 2020). The “Point Cloud” setting will 
also help shorten loading time when opening a project.

Miscellaneous >> Write log to file
Every action in Metashape is timestamped and viewable 

in the Console panel and is also logged to a file if “Write log 
to file” is selected. It is good practice to enable “Write log to 
file” and keep track of the log file size and available space. 
Very large log files may be difficult to open with many text 
viewers or editors. New projects warrant a new log file.

GPU Tab
Discrete (not part of the motherboard chipset) graphics 

processing units (GPUs) can speed up processing substantially. 
The “GPU” tab is used to display all the GPUs available for 
use and enable and select the GPUs to be used for processing. 
Performance gains using GPUs are a function of the number of 
NVIDIA Compute Unified Device Architecture (CUDA) cores 

or AMD brand shader processing cores, the amount of video 
random access memory (VRAM), the speed and bandwidth 
of the peripheral component interconnect express (PCIe) bus, 
the clock speed of the GPU and central processing unit (CPU), 
and the availability of CPU cycles for data transfer to and 
from the GPUs. Performance improvements are variable based 
not only on the type of GPU installed but on the overall sys-
tem architecture. Puget Systems regularly posts benchmark-
ing tests using Metashape on different GPUs (Puget Systems, 
2020); discussions that provide helpful information are found 
on the Agisoft forum (Agisoft LLC, 2021a). The “Use CPU 
when performing GPU accelerated processing” option is a 
feature that enables CPUs to work on tasks, such as selecting 
and matching tie points, that otherwise would be performed 
much faster by the GPU (fig 4B). The option, if enabled, can 
slow down processing or cause a workstation to become unre-
sponsive, but in systems with many or fast CPU cores, it may 
speed up processing. Before enabling, benchmark a project 
large enough to keep the GPUs at full capacity for at least sev-
eral tens of minutes because there is substantial CPU overhead 
required to send or receive data to and from the GPUs.
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A

C D

B

Figure 4. Screenshot of Metashape Preferences dialog in Agisoft Metashape Professional Edition. A, The “General” tab; B, the “GPU” 
tab; C, The “Appearance” tab; and D, The “Advanced” tab. The settings used in the structure from motion workflow for U.S. Geological 
Survey hurricane relief and recovery efforts are selected in each tab. Red outlines highlight option boxes changed from the default or 
that are discussed in detail in the text.
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Appearance Tab
This tab contains options for changing color schemes 

and properties for the three basic views: Model, Ortho, and 
Photo, and tools within the views, such as masks, cursors, and 
hillshading (fig. 4C). In the Model view, the only setting we 
suggest changing is the “Variance scale”. This option can be 
found at Model view >> General >> “Variance scale”.

The “Variance scale” is a visualization of estimated posi-
tion error of tie points displayed as vectors whose length and 
color correlate to the magnitude of the error. A higher value 
will make inspection of error distribution easier in subsequent 
stages of the workflow. The suggested value is 10. A discus-
sion on variance and where it can be used can be found in the 
“Error Reduction—Optimization and Camera Calibration” 
section of this report.

Advanced Tab
The following advanced settings were used to process 

the data for the workflow detailed in this report (fig. 4). 
Miscellaneous >> “Reset All Settings” will revert the proj-
ect to default settings, even those not under the Metashape 
Preferences dialog. Select the following options:

• Project Files >> “Keep key points” is important 
because Metashape supports incremental image align-
ment, which is the addition of new images without 
resetting the alignment (see the “Starting a New 
Project” section of this report for more information on 
key points). However, this option adds substantially to 
the file size; keeping key points can easily double the 
project size with multiple chunks, but copied chunks 
can have key points removed once the image align-
ment is set (see “Other Settings and Features” section 
of this report).

• Project Files >> “Keep depth maps” allows multiple 
dense cloud, depth map, or mesh products to be cre-
ated without recomputing the depth maps each time. 
This option can save time. Keeping depth maps also 
adds to file size, though the increase is relatively small 
compared with the increase from key points or images; 
to reduce file size increases, depth maps can be turned 
off when copying chunks.

• Miscellaneous >> “Enable fine-level task subdivi-
sion” enables out-of-core processing and reduces 
memory requirements. This allows processes to be 
split between cores and can improve performance 
when working with large datasets. In tests with a few 
thousand images, fine-level task subdivision improved 
both speed and alignment results. This option must be 
enabled for network processing.

• Miscellaneous >> “Enable VBO support” generally 
improves performance of dense clouds and meshes 
with high-end video cards by storing model details 
(vertices or points) in GPU memory. In some cases, 
a driver issue or using an integrated (onboard) graph-
ics cards can make Metashape graphically unstable, 
leading to software crashing. If this occurs, uncheck 
this option.

• Miscellaneous >> “Enable rich Python console” can be 
selected if running scripts in the Console panel because 
the console provides more convenient autocomplete 
functionality with the Tab key, adds color coding for 
syntax, and allows the user to input and run multiline 
script snippets rather than line by line.

Deselect the following options:
• Project Files >> “Store absolute image paths”, which, 

when enabled, makes it harder to move project (PSX) 
and image files stored on the same volume to a differ-
ent volume without breaking projects. If images are 
stored on a separate drive, this setting is irrelevant. 
Metashape also has built-in tools to repair broken 
image links; right-click on an image in the Workspace 
panel and select “Check Paths…”.

• Export/Import >> “Strip file extensions and camera 
labels” should be deselected, because it can cause 
image loading problems when using scripts. Including 
the file extension in the file name prompt is usu-
ally useful.

Other Settings and Features

Other settings regularly accessed in Metashape by the 
user include the Reference Settings and Camera Calibration 
dialogs. The Reference Settings dialog is the interface used 
to change the coordinate reference systems and accuracies 
of cameras and markers. The dialog is accessed through the 
crossed hammer and crescent wrench symbol on the far right 
of the Reference panel menu (or button; see the “Adding Cam-
era Positions”, “Adding Control Points and Check Points”, 
and “Error Reduction—Optimization and Camera Calibration” 
sections of this report). Follow Tools >> Camera Calibration 
to change settings specific to the camera, such as the frame 
type, focal length, and options related to lens coefficients. The 
Camera Calibration dialog is covered in more detail in the 
“Adding Images, Camera Groups, and Camera Calibration 
Groups” and “Error Reduction—Optimization and Camera 
Calibration” sections of this report.
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Starting a New Project
This section provides an overview of the SFM workflow 

(fig. 1) and defines common terms. For a more comprehensive 
introduction to the theory of photogrammetry and SFM with 
diagrams see, for example, Schenk (2005) and Carrivick and 
others (2016). A typical SFM project in Metashape processes 
imagery in two sequential steps: (1) image alignment and 
(2) generation of a spatial product. Alignment is the process of 
searching for unique feature points, known as “key points”, in 
each individual image and matching them across images pair-
wise into what are known as “tie points”. During alignment, 
the geometry of the scene is also reconstructed; the program 
finds the position of tie points relative to the cameras in a 
process commonly called aerial triangulation. This process 
calculates the camera position (x,y,z) and attitude (ω,φ,κ), 
which is the exterior orientation, for each image. Alignment, 
or more specifically the aerial triangulation, is aided by 
the addition of estimated or observed exterior orientations; 
however, a remarkable aspect of SFM is that these orienta-
tions are not required. In Metashape, alignment parameters are 
computed in a local spherical coordinate system and translated 
to a geographic coordinate system only when a coordinate 
system is defined. Alignment also refines the camera calibra-
tion model through the interior orientations, which refers to 
camera lens and sensor variables, recorded in Metashape as 
the camera calibration model, and consists of a set of coef-
ficients (f, cx, cy, b1, b2, k1, k2, k3, k4, p1, p2; discussed in 
the “Adding Images, Camera Groups, and Camera Calibration 
Groups” section of this report) that describe camera lens and 
sensor geometry.

The final products of the alignment step are a calibrated 
camera model, estimated locations and orientations of cam-
eras, a set of estimated camera calibration coefficients, a 
geolocated set of tie points with their red-green-blue (RGB) 
values (the sparse point cloud), and the estimated location 
of GCPs, if any. The GCPs, named “markers” in Metashape, 
can be added to improve the quality of the alignment (see 
the “Adding Control Points and Check Points” section of 
this report). The camera calibration can also be refined by 
the selective removal of weak tie points (see the “Error 
Reduction—Optimization and Camera Calibration” section of 
this report). The removal, by the process of targeted, itera-
tive (gradual) selection of reconstruction uncertainty, projec-
tion accuracy, and reprojection error metrics, is critical for 
high-quality reconstructions. The elimination of tie points is 
balanced by the requirement of maintaining enough tie points 
to allow image alignment over the entire scene.

At each step, after the addition of GCPs or removal of 
tie points, the tie point positions, camera position, and lens 
model are adjusted in a least-squares sense. Metashape calls 
this “optimizing”; it is commonly known in photogrammetry 
as a “bundle adjustment” or “bundle block adjustment” and 
has been a component of photogrammetry since the 1950s 
(for example, Brown, 1958, 1976; Triggs and others, 2000). 
Incorporating iterative adjustments to the camera position 
(exterior orientation) and camera calibration model (internal 

orientation) into the bundle block adjustment, as is done in 
Metashape, is a modern optimization practice. The bundle 
adjustment is essentially a series of equations that tries to 
recreate, or solve, the camera sensor’s exterior orientation as 
it was exactly when it took each image; a minimization of the 
difference between the observed image locations and predicted 
image points. The bundle adjustment is, in this sense, the 
solution. In addition, specific metrics generated by Metashape 
during alignment and optimization can be used to evaluate 
the overall quality of the camera model. These include the 
standard error of unit weight (SEUW), the root mean square 
(RMS) reprojection error (both weighted and unweighted), 
mean key point size, and RMS errors in marker and camera 
locations.

After the geometric model and lens calibration are com-
plete and the sparse point cloud has been edited, processing 
in Metashape can proceed to the second step of generating a 
spatial product (see “Creating Products” section of this report). 
Products may include the following:

• depth maps based on a multicamera dense matching 
algorithm using previously estimated camera positions;

• a dense point cloud built from the depth maps;

• a polygonal model (mesh) of textured or untextured 
vertices and faces;

• a DEM, sometimes known as a digital surface model, 
to distinguish from ground-only elevation models, 
derived from either the sparse cloud, depth maps, 
dense cloud, or mesh; or

• an orthomosaic or RGB averaged product, made by 
projecting orthorectified images onto a surface (DEM 
or mesh).

Although the two broader steps above describe a general 
workflow common to most SFM projects, there are many 
details involved in each step (fig. 1). For postprocessing steps, 
such as point cloud classification, removing shadows, and 
calculating vegetation indices, see the Metashape user manual.

The approach to photogrammetric reconstruction of 
landscapes from aerial imagery may be considered three-
dimensional (3D) or four-dimensional (4D). A 3D process, 
which is discussed in this report, involves the reconstruction 
of a scene at one instance, using images taken as close to 
simultaneously as possible. The comparison of 3D projects of 
the same area can produce change maps (Chirico and oth-
ers, 2020), but a 4D workflow may be more appropriate for 
repeat surveys.

Processing in 4D refers to reconstruction of a scene 
using images from multiple collection efforts with the intent 
of detecting a change in the same scene. Two or more sets of 
images are aligned together with the assumption that there 
are substantial areas of unchanged or stable features between 
the collections. These unchanged features can strengthen 
the reconstruction and alignment compared with separately 
processing the different sets of images in 3D. Warrick and 
others (2017) and Sherwood and others (2018) demonstrated 



Starting a New Project  13

the use of 4D processing. This report includes details where 
the workflow differs in 3D and 4D processing. The appropri-
ate method depends on the number of image datasets avail-
able, the time between the datasets, and amount of landscape 
change between data collection efforts. For example, recurring 
aerial surveys of a beach after storms within a year with the 
same coverage would benefit from a 4D processing method. 
On the other hand, an attempt to align a nadir flight with an 
oblique flight of the same beach years apart may not benefit 
from a 4D approach.

The SFM workflow described in this report assumes use 
of the Metashape graphical user interface (GUI). However, the 
majority of the workflow can be done either in batch process-
ing (see the “Batch Processing” section of this report) or 
with scripting through the Agisoft application programming 
interface (API; Agisoft LLC, 2020c). Example source code 
for Metashape is available from Logan and Ritchie (2020). 
The examples and screenshots in this report are taken from a 
project of about 250 near-nadir aerial images, part of a larger 
imagery data release (Kranenburg and others, 2020), taken on 
different dates at Pea Island National Wildlife Refuge in the 
Outer Banks of North Carolina after Hurricane Florence; the 
project was processed using the 4D technique described by 
Sherwood and others (2018). Camera locations derived from 
both postprocessed kinematic GNSS and GCPs were avail-
able for this project (Kranenburg and others, 2020; Brown and 
others, 2021).

Adding Images, Camera Groups, and Camera 
Calibration Groups

A project in Metashape starts with the addition of images. 
To add images, use Workflow >> “Add Photos…”. This 
will create a “Cameras” folder under the active chunk in the 
Workspace panel and display as “Cameras (0/n aligned)”. 
Once a “Cameras” folder is created, camera group subfolders 
can be created in the Workspace panel. Camera groups are 
useful for project organization and can be used to separate 
images by collection, location, or camera type, and commonly 
have an associated camera calibration group (CCG). It is 
important to note that camera groups in the Workspace panel 
are treated completely independently from the camera groups 
in the Camera Calibration dialog by Metashape.

To create a new group, in the Workspace panel, right-
click on any “Cameras” folder and select “Add Camera 
Group”. To add images directly into a group from a “Cameras” 
folder, select a series of images and drag into the group or 
right-click “Move Cameras” and select “New Camera Group” 
or right-click on a group and select “Add Photos…” (fig. 5). 
Rename groups to distinguish among separate groups. Actions 
affecting Camera groups such as select, enable, or disable are 
done in subsequent product creation steps.

Next, open a dialog from Tools >> Camera Calibration, 
to display information about any automatically or manually 
created CCGs. This is the space to view or modify CCG prop-
erties and export or import camera calibration models. If the 

images added have different dimensions, focal length, or other 
parameters of their associated exchangeable image file (EXIF) 
format information, multiple CCGs may automatically be cre-
ated in the left panel. If EXIF data are corrupted or missing, 
make a new CCG for each group of images that have different 
collection dates, altitudes, or resolutions, or for each group of 
images that were taken with different camera settings, such as 
focus or aperture settings. Depending on the camera model, a 
simple powering down and back up can change the lens geom-
etry (powering down on some camera models retracts the lens, 
changing the focal length or resetting the aperture) enough to 
possibly warrant a new CCG. Understanding when to assign 
different CCG requires a careful consideration of the stability 
of the relation between the lens and sensor, particularly when 
consumer-grade cameras are used.

Photogrammetric calibration is performed on each CCG 
to determine the lens calibration coefficients. These coef-
ficients make up the internal orientation, the parameter that 
links the pixel coordinates of an image point with the cor-
responding coordinates in the camera reference frame. The 
exterior orientation refers to the position and orientation of the 
camera with respect to a world reference frame. Collectively, 
the interior (camera model) and exterior (camera pose) orien-
tations specify the transformation from point coordinates in 
the local camera coordinate system to the pixel coordinates 
in the image. The camera model is calibrated with the goal of 
approximating the camera lens sensor geometry that produced 
a given image. This transformation or approximation is mod-
eled using equations that differ with the camera model type 
and is one of the more complex configurations in Metashape; 
frame cameras are not solved the same as fisheye or spherical 
cameras. The equations differ, but corrections of lens sen-
sor geometry of all camera models in Metashape are solved 
with the same interior orientation variables. The following 
coefficients are tracked in the Camera Calibration dialog and 
can be solved for in the optimization steps (see the “Error 
Reduction—Optimization and Camera Calibration” section of 
this report):

f    focal length;

cx, cy  principal point offset;

k1, k2, k3, k4 radial distortion coefficients;

p1, p2 tangential distortion coefficients; and

b1, b2 affinity and nonorthogonality (skew)  
   coefficients.

The coefficients k4, b1, and b2 are not default Metashape 
coefficients and must be explicitly selected to be used in the 
alignment (see the “Aligning Images” section of this report) 
and manually added in the camera calibration optimization 
procedure. Set up the “Camera Calibration” dialog before 
alignment (fig. 6), following these steps (data input into steps 
for the workflow in this report are listed in brackets at the end 
of the appropriate step):
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Figure 5. Screenshots of the Workspace panel in Agisoft Metashape Professional Edition highlighting options to “Add Camera Group” 
and “Add Photos…” to camera groups. A, Create a camera group by right-clicking on a folder and selecting “Add Camera Group”; B, 
Add images to a camera group by right-clicking a camera group folder and selecting “Add Photos…”; and C, Move one or more images 
to a new camera group by right-clicking the selected images, clicking “Move Cameras” and selecting “New Camera Group”.

1. Set “Camera type” [Frame]. Choose based on equipment 
used to collect imagery.

2. “Pixel size (mm)”: and “Focal length (mm)”: Fill in the 
boxes if known.

3. Go to the “GPS/INS Offset” tab and check the “Enable 
reference” box to enter the applicable information 
[0.1/−0.15/1.25 (0.05)].

4. Select the images from the list at the bottom of the dia-
log to be added to a CCG, distinguished by date, time, 
name, and other important information, then right-click 
and select “Create Group”. Note that preselecting the 
images by camera group in the Workspace panel will 
carry through the selection into the dialog.

5. Right-click the new CCG in the left panel of the dialog 
and select “Rename Group”.

6. (Optional; see the “Precalibration” section of this report) 
Load or import a precalibration settings file from the 
yellow folder icon in the “Initial” tab. The “Type” will 
switch from “Auto” to “Precalibrated”, and a pencil 
symbol will appear on the selected CCG camera icon.

7. Repeat steps 4–6 as necessary for each CCG. Note that 
for steps 1–3 to be applied to all CCGs, they must be 
performed prior to steps 4–6; otherwise, each CCG must 
be individually selected, and the information reentered.

8. Click “OK”.
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Figure 6. Steps used to set up appropriate prealignment settings in the Camera Calibration dialog in Agisoft Metashape Professional 
Edition, with certain tabs and buttons indicated with red boxes and black arrows for different steps. A, View of the “Initial” tab for 
camera calibration group (CCG) 2018-10-06 before a precalibration with steps 1, 2, and 4; B, View of the “GPS/INS Offset” tab completed 
with step 3; and C, View of the “Initial” tab showing that CCG 2018-10-06 has been precalibrated (step 6).

and USGS camera calibration files (.txt); the “Tie points and 
camera calibration, orientation data export” section of the 
Metashape user manual includes a complete list of available 
precalibration formats. Within Metashape, a camera calibra-
tion will be refined based on initial values set by a previous 
dataset so that it learns from previous iterations (transfer 
learning), a functionality that is designed to speed up model 
convergence time and accuracy for similar datasets. If there 
are multiple camera groups that use the same precalibration, 

The optimization process can be sped up by preinitial-
izing lens coefficients in the camera model from a previously 
solved model. A precalibration file of the best or most recent 
camera model with lens coefficients solutions can be loaded 
from the Camera Calibration dialog (fig. 6). Metashape sup-

Precalibration

ports the loading of precalibration formats commonly used 
by other organizations and software including Pix4D (.cam) 
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loading a precalibration model before all the groups are 
created will help avoid repeating steps 1–3 in the “Adding 
Images, Camera Groups, and Camera Calibration Groups” 
section of this report. At the end of the optimization process 
(see “Camera Calibration Check” section of this report), the 
adjusted coefficients can be exported in the same Camera 
Calibration dialog as an Agisoft .xml file or one of the other 
supported formats. Coefficients imported during the precali-
bration step can also be fixed in the Camera Calibration dialog 
using the “Fixed parameters” option in the “Initial” tab, which 
forces the software to use the camera model without further 
solving for any of the parameters. This should only be used for 
very stable camera models, but this can be useful if trying to 
align very few images, or images with low overlap.

Masks
A second, optional step after adding images is the appli-

cation of masks, which can be used to limit the part of the 
original images analyzed by Metashape. This can be done at 
any step before alignment. Masks are binary images consist-
ing of zeros and ones, where the zeros represent parts of the 
corresponding image to be masked. The masked part of the 
image is the part that the user does not wish to use for 3D 
(or 4D) reconstruction. This is particularly useful for aerial 
oblique imagery with large parts of water and projects focus-
ing on shorelines. The masks are applied before the align-
ment process to remove propagating objects in the image set, 
such as moving vehicles and ocean waves, which can create 
false tie points and therefore false topography and high error. 
Masking could also be used to ignore whole classes of a scene, 
for example, all water or all vegetation if there was a need and 
if masking could be reliably achieved by an external image 
analysis procedure, such as automated image segmentation 
(Buscombe and Ritchie, 2018). Masking can also speed up 
alignment, partly because the collective number of pixels to be 
aligned and the area used in key point feature detection in the 
masked image set is greatly reduced from the original dataset. 
Regions of no interest or with high visual noise, if not masked 
out during alignment, can be masked from the dense point 
cloud or can be removed manually from the final product by 
editing the dense point cloud or final DEM.

Masks can be loaded from external sources or generated 
automatically in Metashape if background image data are 
available. Masks of a dynamic background must be generated 
individually for each image—for example, if a static object 
appears in the same area of the frame of all images, when that 
object or area is masked in one image, the mask can be applied 
to other images as well.

In the following example instructions, water is masked in 
aerial images from the data collection for the workflow used 
for this report (fig. 7):

1. Go to File >> Import >> Import Masks.

2. If masks were created outside of Metashape, in the 
Import Masks dialog, open the “Method” dropdown and 
choose “From File”.

3. Open the “Operation” dropdown. Select the option that 
specifies what to do when another mask is applied to the 
same image. This includes replacing, merging, taking the 
intersection, or only keeping the difference between the 
two masks.

4. Assess the default “Filename template” which is “{file-
name}_mask.png”. Change it to reflect how the external 
masks have been named and stored. The “{filename}” 
text must match the image names being masked that are 
already in the Metashape project.

5. Click “OK” to navigate to the folder where the masks 
are stored.

6. If successful, the masks will appear on the images as a 
shaded part. Mask color and transparency settings can be 
accessed from Tools >> Preferences >> “Appearance” 
tab >> Photo View >> Masks.

7. To manually place a mask or edit a mask, double-click 
on the targeted image in the Photos panel to view it.

8. Choose a tool from the Photo menu to select the part 
of image to be masked (such as the breaking waves 
in fig. 7).

9. Because the white of the breaking waves is a high 
contrast in color to the tan of the beach and the brown of 
static water, using the Magic Wand tool with the toler-
ance set very high will select the white areas.

10. With the Magic Wand tool selected, click on the break-
ing waves in the image. This will create a polygon based 
on the tolerance settings.

11. Right-click on the image and select “Add Selection” 
to merge the polygon of newly selected breaking 
water with any already masked parts of the image. 
The other options available when right-clicking also 
allow the mask to be reset or to invert the masked and 
unmasked parts.

12. Repeat until all parts of the image are masked to sat-
isfaction.

Adding Camera Positions
Camera positions measured with GNSS can aid in the 

alignment process. Without position information, a point cloud 
generated in the alignment process is referenced to a local 
coordinate system, that is, a system with an arbitrary origin, 
pixel scaling in three dimensions, and no correction for the 
curvature of the Earth. When Metashape searches for key 
points and tie points between the images, position information 
will speed up the process and reference the points to a global 
coordinate system. Many image collection systems (for exam-
ple, most UAS systems) embed position information in the 
EXIF part of the image, but those data can also be provided 
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C. Step 10 and 11 

A. Original Photo 

B. Step 6 

Figure 7. Screenshots of three stages in Agisoft Metashape Professional Edition of masking water from aerial imagery. A, The original 
image imported into Metashape; B, The water on the left side of the image has been masked—it appears darker in the Photo panel; 
and C, The Magic Wand tool has selected the white water, creating a polygon, with the nodes visible in the screenshot, and the “Add 
Selection” option that can be chosen to add the white water to the already masked water.

in an external file that matches image file names with location 
data. At any point in the workflow, position information of any 
image can be unchecked in the Reference panel; the positional 
data will not be used but the image is still incorporated into 
the products. Positional data might be suspect due to a lapse 
in collection conditions such as from weather or equipment 
failure. Images can be monitored in the Reference panel using 
the “Error (m)” column.

The camera positions in this workflow are in spherical 
coordinates: latitude, longitude, and ellipsoid height. For small 
survey areas, projected coordinates (for example, Universal 
Transverse Mercator (UTM) coordinates as northing, east-
ing, and elevation) are sufficient, but do not account for the 
curvature of the Earth, which amounts to vertical deviations 
from the projected plane up to about 8 cm per kilometer. For 
larger survey areas, especially when precise camera altitudes 
are known, it is critical to work in spherical coordinates. This 
also prevents issues if the study area crosses into another 
UTM zone. Use as many decimal degrees as necessary to 
preserve desired measurement precision (six decimal places 

for decimeter precision, seven for centimeter precision, and 
eight for millimeter precision). Final products can be built 
or exported into a projected coordinate system (see section 
“Exporting Products and Error Reporting”).

The following steps describe importing location data via 
a .csv or .txt file (fig. 8). Data input into steps for the workflow 
in this report are listed in brackets at the end of the appropriate 
step. Steps 1–8 will be repeated if positions are stored in mul-
tiple files. All camera location data are matched to the image 
using unique image labels, which includes the file extension.

1. From the Reference panel, select “Import Reference”, 
which is an icon that looks like a spreadsheet with a 
small yellow folder in the bottom corner.

2. Navigate to the directory where the location informa-
tion is stored and click “Open” to launch the “Import 
CSV” dialog.

3. Select an appropriate coordinate system.

4. Select the “Delimiter” box based on the data format.
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Step 3

Step 4 Step 5

Step 6

Step 7

Step 1

Step 9

Figure 8. Screenshot of the Import CSV dialog in Agisoft Metashape Professional Edition that shows steps 1, 3–7, and 9 in the process 
to properly import camera positions into a project. The steps are outlined in red.

5. Under “Columns”, enter the column order listed in the 
camera location file of the x,y,z information as well 
as any rotation and accuracy values. If these values 
are unknown or unavailable, uncheck the respective 
“Rotation” and “Accuracy” boxes in the “Columns” sec-
tion. Note that measurement accuracy values for camera 
positions and rotations should be changed to their best 
estimate that reflects any uncertainties (for example, 
from equipment, GNSS processing, and overall method-
ology) in the Reference Settings dialog (step 10). Even 
if not entered at this step, these values should be based 
off a quality assessment of the collection methodology 
(project based).

6. “Start import at row” tells Metashape at which row of 
data to start. Include header rows in the count of rows if 
there is header information in the camera location file.

7. Click “OK”.

8. A “Can’t find match for…” dialog appears if Metashape 
cannot match the loaded images’ label to the location 
file labels. This may be because the loaded imagery is a 

subsection of all the location information stored in the 
location file. Click “No to all” to prevent the nonmatches 
from being added to the project as “ghost” points. This 
dialog will not appear if each record in the location file 
has a corresponding image.

9. If the locations are added successfully, position infor-
mation, including estimated errors, will be visible in 
the “Cameras” subsection on the right of the Reference 
panel and checkmarks will be shown next to the image 
names, indicating that their positions will be used in 
alignment and optimization.

10. The Reference Settings dialog can be accessed by 
clicking on the icon with the crossed hammer and 
wrench symbol. In this dialog, enter the applicable 
camera accuracies under the Measurement Accuracy >> 
“Camera accuracy (m)”. Note that x,y,z coordinate error 
can be independently specified, separated by a forward 
slash (/). For example, 0.1/0.15 indicates a 10-cm hori-
zontal uncertainty and a 15-cm vertical uncertainty.
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Aligning Images

The organized CCGs are now ready to proceed with 
alignment. At this stage, Metashape creates key points and tie 
points based on user-input parameters (fig. 9) and then pro-
duces the geometric reconstruction (position and orientation) 
of each image. If masks were applied to the imagery, they can 
be used at this stage to restrict where key points or tie points 
are created from the “apply masks to”: dropdown of the Align 
Photos dialog. The selection of “None” will only mask areas 
when products are created. If this dropdown is grayed out, no 
masks were uploaded (fig. 9). Alignment outputs include a 
sparse point cloud and lens model. The alignment process is as 
follows (data input for steps are listed in brackets at the end of 
the appropriate step):

1. Access the Align Photos dialog from Workflow >> 
“Align Photos…”

2. Set “Accuracy” [High]. The accuracy should be set as 
high as the project allows or for the product quality 
desired. Lower accuracy settings will align faster and 
may be used if the project will be improved with the 
addition of GCPs and realigned. A “High” accuracy set-
ting samples the images of the original size, “Medium” 
setting causes image downsampling by factor of 4 (a fac-
tor of 2 for each of the two dimensions), at “Low” accu-

Step 3

Step 4

Step 2

Step 5

Step 6

Step 7

Figure 9. Screenshot of the Align Photos dialog in Agisoft 
Metashape Professional Edition, with the “General” and 
“Advanced” options expanded. Steps 2, 3, and 5–7 are outlined in 
red.

racy source files are downsampled by a factor of 16, and 
the “Lowest” accuracy is downsampled by a factor of 84 
(Agisoft LLC, 2020b). The “Highest” accuracy setting 
upsamples the image by a factor of 4 and substantially 
increases processing time.

3. “Generic preselection” [checked]. When this option is 
selected, images are preliminarily matched using the 
lower accuracy (downsampled) setting to find overlap-
ping pairs of images before a second pass at the accuracy 
set in the dialog. This substantially speeds up the process 
but returns fewer overall tie points. The process does not 
do anything if the alignment level is already set at a low 
or lowest accuracy setting.

4. Select the “Reference preselection” checkbox and 
select “Source” from the dropdown. The option will be 
grayed out if no camera positions were added. When 
the “Reference preselection” option is available, three 
further options become available. The “Source” option 
allows Metashape to speed up alignment by match-
ing overlapping pairs based on camera positions, the 
“Sequential” option will speed up alignment based on 
the camera label order, and the “Estimated” option will 
speed up alignment if this is a realignment and exterior 
orientations have already been calculated once. If work-
ing with oblique imagery specifically, see information on 
“Capture distance” when the “Source” option is in use in 
the Metashape user manual.

5. “Key point limit” [60,000]. A high limit or unlimited 
value will likely create more points, but the additional 
points may be lower quality and greatly increase pro-
cessing time. The Metashape user manual suggests a 
limit of 40,000, but with the high-quality images used in 
the workflow documented in this report, a higher limit 
returned high-quality points.

6. “Tie point limit” [0] (unlimited). Tie points will be 
thinned after alignment. Too few tie points may cause 
holes in the point cloud, and too many tie points 
potentially cause memory problems (the result of a very 
large dataset); however, because tie points are thinned 
proportionately by quality in the optimization process, 
this is rarely an issue. Processing time increases with 
more tie points; when aligning very large datasets, add-
ing a tie point limit may be practical.

7. “Adaptive camera model fitting” [unchecked]. When 
this option is unchecked, Metashape will only refine 
the default coefficients (f, cx, cy, k1, k2, k3, p1, and 
p2). This setting depends on the lens geometry of the 
image; see the “Alignment parameters” section of the 
Metashape user manual for details. The workflow used 
for this report does not enable this option to hold off 
refining coefficients that may not apply to the camera 
model (see the “Error Reduction—Optimization and 
Camera Calibration” section of this report).

8. Click “OK”.
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The alignment time depends on the size of the project. 
The Console panel will record the elapsed time of every stage 
in the alignment process, and if the “Write log to file” option 
is selected (see the “Metashape Preferences Dialog” section in 
this report), the times will also be recorded and saved there.

Adding Control Points and Check Points

Metashape recognizes “markers” as a way to georef-
erence imagery. The data associated with the markers can 
be accessed from the Reference panel. Metashape refers to 
points that are used to reference the model as control points, 
and these can be an existing or purposely placed photograph-
identifiable object or target with known location information. 
Scale bars can also be placed in a photographed scene and 
then digitized in Metashape. A check point is an unselected 
marker or control point that is not used by Metashape to 
optimize the camera alignment but can be used to check or 
validate the optimization results (Agisoft LLC, 2020b). The 
estimated values of check points can be compared with the 
known values in the “View errors” option in the Reference 
panel. After a control point is changed to a check point or the 
check point to a control point, click the “Update transform” 
button on the Reference panel toolbar to recalculate the esti-
mated values. See the “What do the errors in the Reference 
pane mean?” section in the Metashape user manual for a full 
description on how the reference section points and markers 
are calculated (Agisoft LLC, 2020b).

Metashape has multiple ways to optimize the data it is 
given and can put different weights on marker and image 
positions based on the level of confidence the user places on 
their data. If image positions and markers are both available, 
the image (referring to the list of images under the “Cameras” 
subsection in the Reference panel) positions can be turned off, 
similar to a control point being made a check point. The deci-
sion is made on a case by case basis; for example, a small area 
with well-distributed markers and less accurate GNSS PPK 
locations may benefit from a camera model that leans more 
heavily on the markers.

Markers are represented in Metashape by three flag 
colors. On the Model and Ortho views, markers will always 
be blue flags and a selected marker will have a red dot. On 
individual images, flags can be blue, gray, or green (fig. 10).

• Blue flags in the Photos panel indicate that the markers 
were created by the user right-clicking on a loca-
tion in the Model view and selecting “Add Marker”. 
Metashape will put a blue flag on all the images at the 
marked location.

• Gray flags are not used in any calculation by 
Metashape; they represent where Metashape estimates 
a marker based on the coordinates provided or if done 
through automated marker detection.

• Green flags appear once the user manually moves or 
clicks on a gray or blue flag. This signals to Metashape 
that the user is confident in its location, at least to the 
user-input uncertainty values editable in the Reference 
Settings dialog.

Metashape also has an autodetect capability to locate 
user-placed markers placed in the scene. To include autodetec-
tion of markers, go to Tools >> Markers >> Detect Markers, 
and under the Parameters section the “Marker type” dropdown 
contains a variety of coded and noncoded markers that can 
be selected. Detecting markers with this method can improve 
accuracy compared with human-placed markers, although 
the results may underidentify or vastly overdetect the actual 
number of targets. Overdetection can be solved by sorting by 
the number of “Projections” in the Markers subpanel of the 
Reference panel and deleting any extraneous marker with a 
low number of projections. Alternatively, use the steps below 
to add and edit markers from an external file (fig. 10). Steps 1 
to 6 are similar to the steps for importing camera locations 
(fig. 8).

1. Select the “Import Reference” icon; the symbol is 
a spreadsheet with a small yellow folder in the bot-
tom corner.

2. Navigate to the directory where the marker data are 
stored. Click “Open” to launch the Import CSV dialog.

3. Select the appropriate coordinate system, making sure it 
corresponds to that of the camera positions if previously 
imported.

4. In the “Columns” section, enter the column order in the 
marker position file of the coordinates as well as any 
accuracy values. If accuracies of the marker positions 
are not in the file, uncheck the “Accuracy” boxes in the 
“Columns” section. Note that measurement accuracy 
values for marker positions should be changed to their 
best estimate in the Reference Settings dialog (step 9) 
even if not entered at this step; these values should be 
based off a quality assessment of the collection method-
ology (project based).

5. Check the “Delimiter” option if necessary.

6. “Start import at row” tells Metashape when to start 
reading data. Include header rows in the count of rows if 
there is header information in the external file.

7. Click “OK”. If a “Can’t find match…” dialog appears, 
select “Yes to all”. Metashape is attempting to match 
every row of the external marker file with an exist-
ing marker, but all the markers are being created with 
this import. Metashape will automatically flag all the 
images that have a coincident estimated footprint with 
the marker.
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Step 8b

Step 10

Step 14 Step 8a

Step 8b

Step 8c

Step 11

Figure 10. Screenshot of the Agisoft Metashape Professional Edition workspace showing steps for adding markers. Steps 8a–c, 10, 
11, and 14 are indicated with red boxes and black arrows. The tall red box that represents step 8c also highlights the types of flags 
encountered in marker placement: a green flag, a blue flag, and a gray flag, respectively, from top to bottom.

in the y direction is 7 cm. This will apply to all non-8. If the markers are added successfully, check the 
following.

a New information is visible in the “Marker” section 
in the Reference panel.

b The Model view has blue flags; these will appear on 
the map if the locations are correct and if the model 
is already referenced to the same coordinate system. 
Make sure that the “Show Markers” icon, a blue flag, 
is turned on.

c Flags will appear in the Photos panel.

9. After all markers have been added, navigate to the 
Reference Settings >> “Marker accuracy (m)” and 
“Marker accuracy (pix)”. If the x,y,z coordinate accu-
racies are independent, separate the numbers with a 
forward slash (/). For example, 0.05/0.02 indicates a 
horizontal uncertainty of 5 cm, and a vertical certainty of 
2 cm. Entering 0.05/0.07/0.02 indicates the uncertainty 

manually entered markers by default, but the values can 
be changed for each marker individually (see next step). 
In high-quality images, if the marker was an automati-
cally detected target or a very carefully placed GCP, 
the marker accuracy is generally less than 0.5 pixel (the 
default value). The imagery for the workflow in this 
report supports a change to 0.1 pixel.

10. If markers have varying accuracies, double click on 
the accuracy cell of the specific marker in the Reference 
panel to manually edit the accuracy. Accuracies can 
also be separated by a forward slash (/) as in the previ-
ous step. Accuracies manually entered in this method 
will take on a bold typeface appearance and will not be 
affected if the Reference Settings dialog is changed.

11. Right-click on a marker and select “Filter Photos by 
Marker” to put every image with this specific marker 
into the Photos panel.
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12. Double click on an image in the filtered Photos panel. 
Zoom in to the flag, which is likely gray because it was 
placed by Metashape and not confirmed by the user. If 
the flag has been placed correctly in the image, right-
click on it and select “Place Marker” to turn the flag 
green. If it is not in the correct place, manually click 
and drag the marker. Note, there is no undo button and 
once a flag has been moved it cannot be put back exactly 
where it was.

13. If the placement of the marker is not acceptable or 
correct for an image, right-click on the marker in the 
image and select “Remove Marker” to remove it in just 
that image; the flag will revert to a gray flag. To remove 
the marker completely, right-click on it in the Reference 
panel and select “Remove Markers” to remove it from 
all images.

14. To turn a marker from a control point into a check 
point, uncheck its corresponding box in the “Markers” 
column of the Reference panel. It can be rechecked to be 
turned back into a control point.

15. To add a marker in an image, right-click on the location 
and choose “Add Marker”.

Error Reduction—Optimization and Camera 
Calibration

Error reduction involves the selection and removal of 
low-quality tie points. The quality metrics used are based on 
the camera geometry of the images. The goal is to derive a 
sparse point cloud made up of only high-quality tie points 
and repeatedly optimize the camera model. This is the most 
subjective section of the workflow and testing how many 
points can be removed at each stage may be necessary to cre-
ate a successful end product. Poor geometric relations between 
cameras result in points that are selected using the reconstruc-
tion uncertainty metric. Tie points to which Metashape has 
internally given poor match accuracies are selected using the 
projection accuracy criterion. Lastly, tie points that are the 
result of false matches are selected using the reprojection error 
criterion. The selection and elimination processes are itera-
tive. The removal of poor tie points will improve the estimated 
internal and external orientation parameters but each time 
tie points are removed, the accuracies of the remaining tie 
points change, and the project requires reoptimization before 
continuing. Estimates of lens coefficient values after an opti-
mization are viewed in the Camera Calibration dialog under 
the “Adjusted” tab (fig. 11). This process can be made more 
time efficient with the use of a script (for example, Logan and 
Ritchie, 2020).

Figure 11. Screenshot of the Camera Calibration dialog in Agisoft Metashape Professional Edition, after optimization with the default 
parameters selected. The data for the “Adjusted” tab for the 2018-10-07 camera calibration group have been filled in for the lens 
coefficients selected in the optimization [f, k1, k2, k3, cx, cy, p1, p2]. The yellow alert exclamation icon on the 2018-10-07 camera symbol 
indicates that no camera information has been filled in; note the gray “unknown” text in the “Pixel size (mm)” and “Focal length (mm)” 
fields. The pencil icon on the camera symbol to the left of the 2018-10-06 camera calibration group indicates that a precalibration file 
was imported.
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The error reduction phase relies on robust tie point, 
control point, and camera position error estimates. Accurate 
“Reference Settings” inputs (steps 9 and 10 of the “Adding 
Control Points and Check Points” section and step 5 of the 
“Adding Camera Positions” section) prevent misleading 
error statistics; incorrect error estimates lead to incorrect 
error models, and lens coefficients are very sensitive to the 
accuracies of the camera, marker, and tie points. The tie point 
accuracy parameter, measured in pixels, in the Reference 
Settings dialog corresponds to the normalized accuracy of 
tie point projection detected at a scale equal to 1 pixel; tie 
points detected at a different scale will have a proportional 
accuracy (Agisoft LLC, 2020b). A high-accuracy alignment 
supports leaving the default tie point projection at 1 pixel for 
initial optimization. A low-accuracy alignment with a value of 
1 pixel would put more weight on the coordinate information 
of the cameras or markers rather than the tie points because 
the key point and tie points would be matched at a subsam-
pled scale, and consequently their accuracy would be lower. 
Because tie points are not all created equal and scale individu-
ally (see the “Processing Parameters” section on page 63 of 
the Metashape user manual), the tie point accuracy is largely 
unconstrained, reducing, as a rule of thumb, with image-object 
resolving power. Conversely, marker accuracies should not 
be given unreasonably optimistic or unconstrained values in 
the Reference panel or Reference Settings dialog; they should 
reflect their known and reliable uncertainty values. In prac-
tice, if optimization after changing the tie point accuracy from 
1 pixel to a lower value increases the marker “Error (m)” col-
umn to a level greater than what the “Accuracy (m)” column 
is set to, then the camera calibration is suspect. To avoid this 
issue, only change the tie point accuracy estimate in the repro-
jection error filtering steps; at this stage in the process, error 
should not be redistributed or extended to the control points.

A method to monitor the camera model refinement is 
to look at the Console panel. During the optimization pro-
cess, the console displays a date and time stamp, followed 
by “adjusting”: and a string of “xxx” or “!” and two numbers 
(fig. 12). Each “x” in the string represents an iteration in the 
model optimization procedure required to solve for the lens 
coefficients, and each “!” represents a skipped iteration. A 
long string of “x”s indicates that individual solution sets are 
not converging quickly, or at all, in the model optimization. If 
the length of the string of “x”s does not begin to shorten in the 
process, then the solution may be diverging or insufficient lens 
coefficients have been modeled, failing to reach an internal 
trigger that would otherwise end the optimization process. 
If repeated optimization with the same coefficients does not 
reduce the number of “x”s, then the camera calibration model 
might have been overfitted and the chunk may need to be 
reprocessed from the beginning of postalignment, rather than 
trying to change parameters and continue reoptimizing. The 
final number after the “x”s is referred to as the “Sigma0” value 
by Agisoft and is equivalent to the photogrammetric adjust-
ment quality indicator sigma naught (σ0), which is the SEUW. 
The value is not found anywhere else in the GUI but can be 
accessed using the “chunk.meta” API (Agisoft LLC, 2020c). 
This value is the degree of deviation from an assumed accu-
racy or how closely the RMS reprojection errors match the 
estimated error values. In Metashape, the farther the SEUW 
is from 1, the poorer the tie point accuracy is estimated to be. 
The SEUW value is not part of the error reporting in the work-
flow because the weighting it relies on is not well documented 
and its default value is left at an unrealistic value until the 
final error reduction stages. The relative value is used to fine 
tune the tie point accuracy (see the “Error Reduction Step 3: 
Filtering by Reprojection Error” section of this report).

Figure 12. Screenshot of an example of the Console panel in Agisoft Metashape Professional Edition that highlights a series of 
adjustments after an optimization. Note the length of the string of “x”s, symbolizing remaining iterations, getting shorter and the 
standard error of unit weight values after the string moving further from an accuracy value of 1.
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A secondary method to monitor the camera model 
refinement is to observe the number of projections for each 
image (see “Cameras” subsection) in the Reference panel. 
Projections are the total number of valid tie points found on a 
given image (Agisoft LLC, 2020b). If the number of projec-
tions for any given image drops below 100 projections, then 
the image will not be used in making final products. When 
an image’s projections drop below the Metashape projec-
tion standards or reaches zero, a dialog will pop up and ask 
“Some cameras have insufficient number of projections and 
will be reset. Continue?” Select “Yes”; which will allow the 
image to be viewed in the Reference panel to determine why 
it was removed. For example, the image may be blurry, or it 
may have insufficient texture or overlap with other images to 
find key points. To view the number of points that have been 
removed throughout the error reduction process, right-click on 
the active chunk, then Show Info >> “Point Cloud” property 
>> “Points” value to list the current and the original numbers 
of tie points.

The last method covered to monitor the state of the 
camera model refinement is the chunk “Point Cloud” prop-
erty that displays the Root Mean Square (RMS) reprojection 
errors, which are calculated using tie point projections. This 
value will be used in the following subsections of this report 
to assess the quality of the optimization. The tie points are 
located at different map scales to improve the robustness of 
the project, especially if there are blurred images or images 
with few distinct features or textures. Metashape uses informa-
tion about the scale the tie points were matched at to weight 
the tie point reprojection errors (Agisoft LLC, 2020b); this 
helps the bundle adjustment but convolutes the meaning of 
the first reported RMS reprojection error because the scaling 
factors and weighting methods are not reported in Metashape. 
Of the two reported RMS reprojection errors in the chunk’s 
Show Info dialog, the weighted value is the first value in the 
units of key point scale, and the unweighted value, reported 
in pixels, is the second value in parentheses (fig. 13). A lower 
unweighted value, in general less than 0.3 pixel, is considered 
ideal. The process of filtering out tie points in the subsequent 
processes may result in the unweighted RMS reprojection 
error increasing if the camera model moves away from a cer-
tain solution because too many tie points have been removed.

There are two ways to visualize the uncertainty in the 
camera model after each optimization in the subsequent 
processes. View the numerical error in the Reference panel 
“Cameras” error subsection, or toggle the “View Variance” 
icon to display the standard deviation values (sigma or σ) 
for the image position coordinates and rotations angles. 
The square of the standard deviations are the variances, 
which Metashape calculates in a covariance matrix when the 
“Estimate tie point covariance” is selected on the Optimize 
Camera Alignment dialog. The matrix measures the uncer-
tainty of the bundle adjustment transformations; the diagonal 
elements are the variances, and the off-diagonal elements are 
the covariances between the coefficients used to solve the 
camera model (Agisoft LLC, 2020b). The matrix is calculated 
for each tie point, and the direction and value of the largest 

error for the tie point estimated positions, determined by the 
covariance values, can be displayed in vector form using the 
Point Cloud Variance view (detailed in step 6 in the next para-
graph; fig. 13).

To initiate the actual optimization process, select the 
Reference panel or Tools >> Optimize Cameras. The result-
ing Optimize Camera Alignment dialog allows for a selection 
of lens coefficients used in the optimization (fig. 13). Do not 
solve for all camera coefficients until subsequent optimiza-
tions reduce the error or the calibration check of the camera 
model results in a suggestion for additional corrections (see 
the “Camera Calibration Check” section of this report). 
Unchecking “Adaptive camera model fitting” is preferred; 
if checked, the camera model solutions are unpredictable 
because the software attempts to find the “best” combination 
of camera model coefficients that reduce the camera model 
error. Letting the software choose for you may result in lower 
error but is also an easy way to overfit the data or create an 
overly complex camera model that does not accurately reflect 
the equipment used, leading to underestimated or increased 
actual error. Note that the optimization process discards active 
depth maps, dense cloud, and mesh models in the chunk. 
These must be rebuilt to reflect any changes. Repeated opti-
mizations may have diminishing returns or negative conse-
quences to the camera model, and it is encouraged to start the 
error reduction steps over in a duplicated chunk from the last 
step rather than attempting to continue optimizing if the cam-
era model appears to be diverging (using any of the methods 
outlined in this section as indicators of divergence). The fol-
lowing are the steps for a camera optimization after alignment 
(data input into steps for the workflow in this report are listed 
in brackets at the end of the appropriate step; fig 13):

1. Right-click on the active chunk and select “Duplicate…”

2. If no more images are expected to be added to the 
project, deselect “Key Points” from the Duplicate Chunk 
dialog. This operation will save file space. Click “OK”.

3. Verify that the combination of cameras and markers 
to be used is checked or unchecked in the Reference 
panel; all cameras will be used (checked) by default if 
their positions are added. Unchecked markers are used 
as check points. The decision to use camera positions or 
markers for georeferencing is based on the quality of the 
positions of both and the distribution of the markers.

4. Access the Optimization dialog by either the “Optimize 
Cameras” wand icon in the Reference panel or from 
Tools >> Optimize Cameras.

5. From the Optimize Camera Alignment dialog, keep the 
“General” coefficients checked [f, k1, k2, k3, cx, cy, 
p1, and p2].

6. In “Advanced” options, check “Estimate tie point covari-
ance”. This will make it possible to visualize tie point 
error in the Model view.
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Figure 13. Screenshots of panels and dialogs in a workflow in Agisoft Metashape Professional Edition that depict the process and 
steps to perform the initial optimization or bundle adjustment and check the results; steps are outlined in red. A, Right-click a chunk 
in the Workspace panel and select “Duplicate…” (fig. 3) followed by “Show Info”; B, The Optimization Camera Alignment dialog with 
“General” camera coefficients selected; C, The Show Info dialog, with the two chunk properties outlined in red; and D, The Optimization 
wand tool in the Reference panel, the “Projections” and “Error” columns that appear for each camera after optimization, and the “Point 
Cloud Variance” option in the Model view.
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7. Click “OK”. The optimization will be performed.

8. Right-click on a chunk, then Show Info… >> Property 
>> Point Cloud; note the unweighted “RMS reprojection 
error (pix)”.

9. Observe the error and number of projections of the cam-
eras in the Reference panel.

Note that the affinity and nonorthogonality or skew coef-
ficients (b1 and b2) are not selected by default; the user should 
initially suppress these coefficients and only include them if 
an inflated RMS reprojection error value indicates the pos-
sible presence of in-plane distortion and their inclusion in the 
camera model substantially affects the RMS reprojection error 
(Fraser, 2013).

Error Reduction Step 1: Filtering by 
Reconstruction Uncertainty

The first phase of error reduction is to remove points 
that are a result of poor camera geometry. Reconstruction 
uncertainty is a numerical representation of the uncertainty 
in the position of a tie point based on the geometric relation-
ship of the cameras from which that point was projected 
or triangulated, considering geometry and redundancy. 
Reconstruction uncertainty can also be thought of as the ratio 
between the largest and smallest semiaxis of the error ellipse 
created when triangulating 3D point coordinates between 
two images (Agisoft LLC, 2020b). Points constructed from 
image locations that are too close to each other have a low 

base-to-height ratio and high uncertainty. Removal of these 
points does not affect the accuracy of optimization but reduces 
the noise in the point cloud and prevents points with a large 
uncertainty in the z axis from influencing other points with 
good geometry or being incorrectly removed in the reprojec-
tion error step. A reconstruction uncertainty of 10, which 
can be selected with the gradual selection filter and set to 
this value or level, is roughly equivalent to a good base-to-
height ratio of 1:2.3 (parallax angle of about 23 degrees [°]), 
whereas 15 is roughly equivalent to a marginally acceptable 
base-to-height ratio of 1:5.5 (parallax angle of about 10°). 
Previous guidance (U.S Geological Survey, 2017) directs the 
reconstruction uncertainty selection procedure to be repeated 
two times to reduce the reconstruction uncertainty toward 10 
without having to delete more than 50 percent of the tie points 
each time. If a reconstruction uncertainty of 10 is reached in 
the first selection attempt and less than 50 percent of the tie 
points are selected, a single optimization after deleting points 
is sufficient. Repeated selections have diminishing returns and 
the added optimizations may overfit the camera model before 
more poor-quality tie points are removed. Be cautious repeat-
ing the following steps (fig. 14); the use of multiple chunks 
to test the best selection and optimization combinations is 
encouraged (data input into steps for the workflow in this 
report are listed in brackets at the end of the appropriate step):

1. Model >> Gradual Selection.

2. In the Criterion dialog, select “Reconstruction 
uncertainty”.

Step 1

Step 2

Step 3

Step 3

Step 5

A B

Figure 14. Screenshot of steps in Agisoft Metashape Professional Edition, indicated with red boxes and a black arrow, showing 
how to filter points based on reconstruction uncertainty. A, Select the Gradual Selection tool to remove tie points; and B, Adjust the 
reconstruction uncertainty criterion in the Gradual Selection dialog. The point cloud in the background shows the points selected in 
dark pink, on the basis of the criteria and the number of points shown on the screen (step 3).
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3. Slide the level bar or directly enter the targeted number 
[10]. If more than about 50 percent of the tie points are 
selected, increase the value in 0.1 increments until less 
than 50 percent of the points are selected.

4. Click “OK”.

5. Delete selection.

6. “Optimize Cameras” with default coefficients [f, k1, k2, 
k3, cx, cy, p1, p2] and “Estimate tie point co-variance” 
selected (see steps 4 to 6 in the “Error Reduction—
Optimization and Camera Calibration” section of 
this report).

7. Monitor lowest camera projections and unweighted 
RMS reprojection error (in pixels; see steps 8 and 9 
in the “Error Reduction—Optimization and Camera 
Calibration” section of this report).

Error Reduction Step 2: Filtering by Projection 
accuracy

The second error reduction phase removes points based 
on projection accuracy, which is a measure of the “Mean key 
point size”; the value is accessed from the chunk informa-
tion dialog (fig. 13C). Key point size (in pixels) is the stan-
dard deviation value (in σ) of the Gaussian blur at the scale 
at which the key point was found; lower standard deviation 

values are more precisely located in space (Agisoft LLC, 
2020b). Thus, the smaller the mean key point value, the 
smaller the standard deviation and the more precisely located 
the key point is in the image. Projection accuracy is essentially 
a representation of the precision with which the tie point can 
be known given the size of the key points that intersect to 
create it. Metashape saves an internal accuracy and scale value 
for each tie point as part of the correlation process. The high-
est accuracy points are assigned to level 1 and are weighted 
based on the relative size of the pixels. A tie point assigned to 
level 2 has twice as much projection inaccuracy as level 1. Not 
all projects can tolerate gradual selection and removing points 
at a level of 2 to 3, particularly if the images have undergone 
compression or are of a lower quality from noise or blur. A 
gradual selection level of 5 or 6 may be the best that can be 
obtained. Previous guidance (U.S Geological Survey, 2017) 
directs the projection accuracy selection procedure is to be 
repeated without having to delete more than 50 percent of the 
points each time until level 2 is reached, and at this level there 
are few to no points selected. Here we clarify that after level 
3 is reached, repeated selections have diminishing returns and 
the added optimizations may overfit the camera. If the project 
can support an initial projection accuracy selection of level 
3 without selecting more than 50 percent of the tie points, a 
single optimization after deleting the points is sufficient. The 
camera model may benefit from repeating the following steps 
to get closer to level 2 (fig. 15), but there is a balance to be 
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Step 5
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Figure 15. Screenshot of steps in Agisoft Metashape Professional Edition, indicated with red boxes and a black arrow, showing A, The 
Gradual Selection tool to remove tie points; and B, Adjust the projection accuracy criterion in the Gradual Selection dialog. The point 
cloud in the background shows the points selected in dark pink based on the criteria and the number of points shown on the screen 
(step 3).
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maintained to prevent deleting too many tie points (data input 
into steps for the workflow in this report are listed in brackets 
at the end of the appropriate step):

1. Model >> Gradual Selection.

2. In the Criterion dialog, select “Projection accuracy”.

3. Slide the level bar or directly enter the targeted number 
[3]. If more than about 50 percent of the tie points are 
selected, increase the value in 0.1 increments until less 
than 50 percent of the points are selected.

4. Click “OK”.

5. Delete selection.

6. “Optimize Cameras” with default coefficients [f, k1, k2, 
k3, cx, cy, p1, p2] and “Estimate tie-point co-variance” 
selected (see steps 4–6 in the “Error Reduction—
Optimization and Camera Calibration” section of 
this report).

7. Monitor lowest camera projections and unweighted 
RMS reprojection error (in pixels; see steps 8 and 9 
in the “Error Reduction—Optimization and Camera 
Calibration” section of this report).

Error Reduction Step 3: Filtering by Reprojection 
Error

The final error reduction phase is removing points based 
on reprojection error. This is a measure of the error between 
a 3D point’s original location on the image and the location 
of the point when it is projected back to each image used to 
estimate its position (Agisoft LLC, 2020b). Error values are 
normalized based on key point size (in pixels). High reprojec-
tion error usually indicates poor localization accuracy of the 
corresponding point projections at the point matching step 
(Agisoft LLC, 2020b). Reprojection error can be reduced by 
iteratively selecting and deleting points, then optimizing until 
the unweighted RMS reprojection error (in pixels) is between 
0.13 and 0.18 (see the “Error Reduction—Optimization 
and Camera Calibration” section of this report; fig 13) with 
additional optimization coefficients checked (that is, flagged 
as required) and with the use of the “Fit additional correc-
tions”. In Metashape version 1.6.x, the scaled (weighted) 
RMS reprojection error is calculated such that not all points 
selected by targeting a specific reprojection error level will 
remove the same level of estimated error. When a value of 
0.13 to 0.18 unweighted RMS reprojection error (in pixels) is 
reached, there is 95 percent confidence that remaining points 
meet the estimated error. Most projects should be sufficiently 
optimized at a reprojection error of 0.3 pixels, and there 
should be no noticeable differences in products with additional 
optimization. However, high-quality images may benefit from 
more rigorous error reduction to the lower levels and produce 
a better camera calibration. At this step, the tie point accuracy 
(in pixels) could also be revisited (step 8), while constantly 

monitoring the camera and marker total errors to assist in the 
decision to stop the error reduction and optimization process. 
The following steps are the process to reduce error by filtering 
points based on reprojection error (data input into steps for the 
workflow in this report are listed in brackets at the end of the 
appropriate step; fig. 16):

1. Reference panel >> Reference Settings >> Image 
Coordinates Accuracy >> Tie point accuracy [1] 
(default).

2. Go to Model >> Gradual Selection.

3. In Criterion dialog, select “Reprojection error”.

4. Slide the bar until about 10 percent of the tie points are 
selected or the level is 0.3.

5. Click “OK”.

6. Delete selection.

7. “Optimize Cameras” with one of the following options.

• default coefficients selected [f, k1, k2, k3, cx, 
cy, p1, p2];

• all coefficients selected [f, k1, k2, k3, k4, cx, cy, p1, 
p2, b1, b2] and “Fit additional corrections”; or

• some other combination of coefficients that fits the 
data and camera.

8. Repeat steps 2 to 7 until the RMS reprojection error 
level is at 0.3, and zero or close to zero tie points are 
selected. Be cautious of overoptimizing in this step, as 
there are diminishing returns. Monitor the total cam-
era and marker errors; if they ever start to exceed the 
“Accuracy (m)” column or value set in the Reference 
Settings, consider stopping the process.

9. Check the unweighted RMS reprojection error (fig. 13). 
If it is below 0.18 pixel, stop (the process ends); other-
wise, continue these steps. If the SEUW has deviated 
from 1, continue to step 10 to reduce the deviation. If 
the SEUW has not deviated from 1 during the optimiza-
tions, or you do not wish to improve the deviation, go 
to step 13.

10. “Tie point accuracy” can be changed from the default 
in step 1. Change the estimate to a smaller value 
[0.3–0.1].

11. “Optimize Cameras” with one of the following options:

• default coefficients selected [f, k1, k2, k3, cx, 
cy, p1, p2];

• all coefficients selected [f, k1, k2, k3, k4, cx, cy, p1, 
p2, b1, b2] and “Fit additional corrections”; or

• some other combination of coefficients that fits the 
data and camera.
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Figure 16. Screenshot of steps in Agisoft Metashape Professional Edition, indicated with red boxes and a black arrow, showing 
how to reduce error by filtering points based on reprojection error. A, Use the Gradual Selection tool to remove tie points; B, Adjust 
the reconstruction error criterion (rather than typing in a level, observe the number of tie points selected in the bottom left corner); C, 
Optimize Camera Alignment dialog where additional camera coefficients may be selected; and D, Modifying the “Tie point accuracy 
(pix)” parameter in the Reference Settings dialog.
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12. Check the SEUW, total marker error (in meters), and 
total camera error (in meters). The total error values are 
the bolded values at the bottom of the “Cameras” and 
“Markers” subsection in the Reference panel. Repeat 
steps 10 and 11 until the total camera error and marker 
errors do not exceed the “Accuracy (m)” column or 
value set in the Reference Settings dialog and the SEUW 
is closer to 1.

13. Make a decision on the project on the basis of the 
answers to the following questions. If the answers are 
mostly yes, continue to step 14; otherwise, stop (process-
ing is completed).

• Are the lowest numbers in the “Projections” column 
in the Refence panel “Cameras” subsection still in 
the hundreds, disregarding images that may have 
been removed in earlier optimizations due to blurri-
ness or subject matter?

• Was the project able to set the initial level of recon-
struction uncertainty to 10 and the projection accu-
racy to 3 without selecting more than the suggested 
number of tie points?

• Did the number of “x”s decrease in the Console 
panel during the optimization process (fig. 12)?

• Was there no evidence of overfitting (see the 
“Camera Calibration Check” section of this report)?

• Are there still more than 15–20 percent of the 
original number of tie points? View this in the chunk 
information dialog.

14. Go to Model >> Gradual Selection >> 
Reprojection error.

a Slide the level bar until 10 percent of tie points are 
selected.

b Click “OK”.

c Delete points.

15. “Optimize Cameras” with one of the following options:

• default coefficients selected [f, k1, k2, k3, cx, 
cy, p1, p2];

• all coefficients selected [f, k1, k2, k3, k4, cx, cy, p1, 
p2, b1, b2] and “Fit additional corrections”; or

• some other combination of coefficients that fits the 
data and camera.

16. Check the unweighted RMS reprojection error 
(in pixels).

17. Repeat steps 14 to 16 until the unweighted RMS repro-
jection error (in pixels) is between 0.13 and 0.18. If the 
value increases consistently at any point, the project may 
not support this level of error reduction the chunk may 
need to be reoptimized with a different set of parameters. 
To reoptimize, return to step 1 in the “Error Reduction—
Optimization and Camera Calibration” section of 
this report.

For guidance on coefficient selection during optimiza-
tion, see the discussion in the “Error Reduction—Optimization 
and Camera Calibration” section of this report or refer to the 
Metashape user manual for reasons to select or deselect coef-
ficients and reduce the chance of overfitting the camera model. 
Note that the unweighted RMS reprojection error (in pixels) 
may not fall below 0.18 if only the default coefficients are 
selected or the images in the project do not support this level.

Camera Calibration Check
Once the reconstruction uncertainty, projection accuracy, 

and reprojection error processes are finalized, it is good prac-
tice to check the Camera Calibration dialog and look at the 
adjustments and distortion plots (fig. 17). Note that the plots 
are averaged across camera calibration groups so this may 
have to be repeated for each group.

1. Tools >> Camera Calibration.

2. Right-click on a CCG, then select Distortion Plot.

3. Under the “Distortion” tab, note the following:

• The “Total” radio button displays the modeled lens 
distortion based on the adjusted calibration coeffi-
cient values. “Total” includes the radial and tangen-
tial (“Decentering”) distortion, note that the effect of 
the radial component of distortion is normally much 
greater on the overall model.

• The “Residuals” radio button displays a plot of the 
quality of the optimization and how adequately the 
camera geometry is described by the applied model 
(Agisoft LLC, 2020b). A pattern to the residual error 
indicates some sort of systematic issue with the proj-
ect. Ideally, the majority of the residual error vectors 
should be less than 0.3 pixels long.

4. The “Correlation” tab provides useful information about 
the standard deviation of the camera calibration coef-
ficients used in the interior orientation camera model, as 
well as the covariance (the degree of correlation between 
different pairs of coefficients in the corresponding row or 
column for the elements off of the diagonal). If the stan-
dard deviation is approaching the same value (or same 
magnitude) as the coefficient, that is a good indication 
of overfitting and may indicate that the coefficient may 
not be contributing substantially to the accuracy of the 
camera model.
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Figure 17. Screenshots of the Distortion Plot dialog in Agisoft Metashape Professional Edition that visualizes and reports error of the 
camera model. Options discussed are outlined with red boxes. A, The “Distortion” tab “Total” plot; B, The “Distortion” tab “Residuals” 
plot; and C, The “Correlation” tab matrix.

Building Products
Multiple products can be created after the point cloud 

has been edited and the camera model has been optimized 
and calibrated to its practical limit. Dense point clouds, mesh 
models, orthomosaics, and DEMs are common products for 
coastal change projects such as the USGS hurricane relief and 
recovery effort detailed in this report. Mesh building is not 
included in this report because the Metashape user manual 
covers the topic extensively and meshes are not currently in 
our workflow. Note that depth maps, dense point clouds, and 
mesh models are discarded from the active chunk if the chunk 
is optimized again, and products will need to be rebuilt.

Before creating products, it can be useful to edit the 
region, the 3D frame seen in the Model view, to refine the 
boundaries of the products. Only the area within the region 
will be processed or exported. The default region that 
Metashape creates is arbitrary in size and orientation. When 

editing, the vertices of the framework can be moved with the 
mouse or rotated or moved as a whole, using the options from 
the Move Region action (fig. 18).

If creating products from a 4D project, it is important to 
remember that the 4D part of the project is for alignment, not 
for generating products. After image alignment, 4D projects 
are returned to the 3D workflow in order to create products. 
To create the 4D products, it is necessary to disable or delete 
“Camera Groups” from different dates or collections and only 
produce products with one collection enabled at a time; this 
is the equivalent of what would be processed in a 3D project 
(fig. 19). This can be done either by serially disabling dif-
ferent collections and producing products in a single chunk, 
or by duplicating chunks and disabling or deleting Camera 
Groups for all but one collection. The latter is more useful if 
products are made in a batch process (see the section “Batch 
Processing”). The following are the steps to prepare a 4D proj-
ect for product creation (data input into steps for the workflow 
in this report are listed in brackets at the end of the appropri-
ate step):
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Figure 18. Screenshot of the Agisoft Metashape Professional 
Edition workspace during region editing; the three-dimensional 
framework as depicted by the eight blue spheres can be rotated, 
moved, and resized to determine the export dimensions.

1. Duplicate the latest optimized chunk: right-click, then 
select Duplicate.

2. Rename the duplicated chunk(s) to reflect the reason 
they were split (for example, 4D_Products if fol-
lowing step 3a, or 4D_2018-10-06_Products and 
4D_2018-10-07_Products if following step 3b).

3. Disable or delete the camera groups not relevant to the 
chunk for processing. This can be done in the Workspace 
panel by right-clicking on the targeted camera group, 
then selecting:

a the “Disable Cameras” option. Disabled camera 
groups will not be used in product creation and are 
identified in the active chunk by the red disabled 
symbol on the folder and in the individual images in 
the Reference and Photos panels or

b “Remove Cameras” option.

4. Repeat steps 1–3 for each chunk that is going to be 
producing products separately. Or, repeat step 3a and 
change which camera group(s) is disabled or enabled 
if producing products in the same chunk; right-click on 
the first and subsequent products to deselect the “Set 
as default” option to prevent the product from being 
overwritten. The product name should become italicized 
if successful.

The initial step in producing high-resolution products 
creates depth maps, also known as disparity maps, that can 
be viewed for each individual image when selected from the 

Photos panel (fig. 20). The depth maps are created based on 
intersecting points from discrete camera positions. The rela-
tion between depth and disparity is based on camera baseline 
separation.

Depth maps are generated only for cameras with a certain 
number of projections and is controlled by a quality setting 
and a filtering mode. The quality setting controls the resolu-
tion relative to the source image, with ultrahigh (the highest 
setting) being full resolution, and each lower setting providing 
a resolution downsampled by a factor of 4 (2 times by each 
side) of the next higher resolution. Filtering modes control 
the amount of noise filtering performed, and include “none”, 
“mild”, “moderate”, and “aggressive”. The filter level controls 
the maximum size of connected components discarded by the 
filter (Agisoft LLC, 2020b). The “mild” setting preserves the 
finest detail in the landscape while also removing excessive 
noise. When creating products that depend on depth maps 
of the same filter level, selecting “Reuse depth maps” will 
shorten the processing time.

Build Dense Point Cloud

The dense point cloud uses the estimated camera posi-
tions generated during sparse point cloud based (tie point) 
matching and the depth map for each camera. Metashape 
produces very dense point clouds, which are of equal to or 
of a greater density than airborne lidar point clouds. The 
dense point cloud can be classified into vegetation, manmade 
objects, roads, and so on, by manual selection, color selection, 
or other means, as detailed in the Metashape user manual. 
Products can be created that use the entire dense point cloud or 
only certain point classes, allowing the project to be directly 
comparable to datasets such as ground-classified lidar points. 
If comparing directly with lidar point clouds, it can be useful 
to limit lidar points to first-return data. The settings for “Dense 
Point Cloud” creation are as follows (data input into steps for 
the workflow in this report are listed in brackets at the end of 
the appropriate step; fig. 21):

• Select from “Quality” dropdown [High]. The qual-
ity is based on the products the project is expected 
to produce.

• Select from “Depth filtering” dropdown [Mild]. This 
parameter defines the level of detail or texture kept 
in the scene. Images with poor texture or fine detail 
should avoid both aggressive filtering (which will 
remove the detail) and “Disabled” [none] (which 
will produce a very noisy product). Experimentation 
is likely needed to find the most suitable setting for 
a project.

• “Reuse depth maps” [checked]. If depth maps are 
available in the chunk, enabling this feature will save 
processing time; if depth maps are not available, dese-
lect the option to create new depth maps. If the option 
is grayed out, depth maps of the “Quality” selected will 
be created.
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Figure 19. Screenshot of the Workspace panel in Agisoft Metashape Professional Edition that shows the location of the icons to 
disable and delete cameras and the Disable Cameras and Remove Cameras options when a camera group is right-clicked. Steps are 
outlined in red. If images are disabled, the red Disable Cameras icon appears in the Photos and Reference panels (black arrows).

• use of the “Dense Cloud Confidence” filter in the Tools 
>> Dense Cloud >> Filter by Confidence >> Select 
Confidence Range dialog (fig. 22). On a scale of 0 to 

• “Calculate point colors” [checked]. Checking this 
option will result in RGB values for each point, which 
can be used to classify the dense cloud.

• “Calculate point confidence” [checked]. This option 
counts how many depth maps have been used to gener-
ate each dense cloud point. The parameter can be used 
for dense cloud filtering.

Once the dense cloud has been created, it generally needs 
to be edited to remove noise. There are multiple ways to 
observe, delete, or classify poor-quality points before continu-
ing in the workflow. These include:

255, values closer to 0 have fewer depth maps involved 
in the point generation. This option is highly dependent 
on flight configuration, but deleting points based on 
confidence levels can remove noise. Be careful to note 
when the range starts to filter points that are a part of 
the landscape detail (for example, steeper objects like 
buildings and cliffs). The filtered points could also be 
classified as noise and be excluded from end products 
rather than be deleted;
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Figure 20. Screenshot of the Agisoft Metashape Professional Edition workspace showing a depth map, as well as the location of the 
Show Depth Maps icon on the main toolbar. Depth map properties are shown in a separate pane beneath the folder navigation pane 
(bottom left of Workspace panel). The Show Depth Maps button is only activated when an image has been opened in the working space.

Figure 21. Screenshot of the Build Dense Cloud dialog in 
Agisoft Metashape Professional Edition, with the “General” and 
“Advanced” setting panes expanded.

• hand editing “flyers” and “sinkers”, which are unreal-
istically high and low points when viewing the point 
cloud horizontally. These can be removed by using the 
Selection tool and deleting (fig. 22A, pink shaded box);

• exporting the dense cloud to a .laz file to be edited 
in a separate software, such as LAStools (rapidlasso 
GmbH, 2020). The dense cloud confidence data can 
be exported using the Chapter 2: Application Modules 
“exportPoints” function “save_confidence” param-
eter in the API for use in separate software (Agisoft 
LLC, 2020c);

• use of Metashape classification tools (see the 
Metashape user manual); or

• application of masks that could decrease areas of con-
sistent noise (see the “Masks” section of this report).

Build DEM

A DEM is a common final product. Any point classifica-
tions can be carried forward into creation of the DEM. The 
most accurate results are calculated from the dense point cloud 
data. When a DEM includes both terrain and nonground arti-
facts, such as buildings and trees, the model is a digital surface 
model (DSM); when the nonground artifacts are removed, it 
would be a digital terrain model (DTM). To save more than 
one DEM in a chunk, right-click on all previously built DEMs 
and uncheck the “Set as default” option. Use Workflow >> 
Build DEM and the following settings to create a DEM (data 
input into steps for the workflow in this report are listed in 
brackets at the end of the appropriate step; fig. 23):
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A

B

Figure 22. Screenshots of the Agisoft Metashape Professional Edition workspace showing methods to edit and analyze the dense 
cloud. A, The Selection tool, outlined in red, can be used to select noise; the points in the dark pink shaded box are inaccurate 
reconstructed points, “flyers” and “sinkers”; and B, Points can also be isolated using the dense cloud confidence filter and choosing 
a minimum (“Min”) and maximum (“Max”) for the range; this limits the points displayed in the workspace, which can then be selected 
using the Selection tool and then either deleted or reclassified.
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Figure 23. Screenshot of the Build DEM dialog in Agisoft 
Metashape Professional Edition with all the options expanded.

• Set “Type” [Geographic]. At this point, the coordinate 
system of the product can be designated in projected or 
geographic coordinates with ellipsoidal or orthomet-
ric heights.

• Select from “Source Data” dropdown [Dense Cloud]. 
A DEM can also be constructed using the sparse cloud, 
mesh, or depth maps.

• Select from “Interpolation” dropdown [Disabled]. This 
option can be enabled to create a DEM and subsequent 
products, such as an orthomosaic, with interpolation 
across areas without dense point data. It can be benefi-
cial to create two DEMs: one interpolated for build-
ing the orthomosaic without holes, and one without 
interpolation that is truer to the SFM elevation data 
reconstruction.

• Select “Point Classes” [All]. If points were classified, 
for example, when filtering by dense cloud confidence, 
the points to be kept out of the DEM can be deselected. 
Option will be grayed out if no points were classified.

Figure 24. Screenshot of the Build Orthomosaic dialog in Agisoft 
Metashape Professional Edition.

• Go to “Region” >> “Setup Boundaries” and 
“Resolution (m)” and set to [Default]. The default val-
ues are the corners of the 3D framework and maximum 
resolution. These options can be changed when the 
product is exported.

Build Orthomosaic

The last product commonly generated in the workflow 
is an orthomosaic generated from the aerial imagery and 
projected onto a surface. Use Workflow >> Build Orthomosaic 
and the following settings to create an orthomosaic (data input 
into steps for the workflow in this report are listed in brackets 
at the end of the appropriate step; fig. 24):

• Set “Projection Type” [Geographic]. The default pro-
jection will be whatever the last surface (DEM, mesh, 
and so on) was created in. This option can be changed 
to a projected coordinate system.

• Select from “Surface” dropdown [DEM]. This can also 
be generated from a mesh.
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• Select from “Blending Mode” dropdown [Mosaic] 
(default). The “Mosaic” option blends the images 
by dividing images from each camera into multiple 
frequency domains, using only the highest frequency 
domain for the seamline, making the seam between 
individual photos difficult to detect. The average mode 
uses a weighted average RGB value for all pixels from 
individual images. In “Disabled” mode, the color of the 
pixel is taken from the camera view closest to perpen-
dicular to the reconstructed surface.

• “Refine seamlines” [unchecked]. If turned on, this 
option will create seamlines that bypass complex 
objects, such as buildings, to avoid visual artifacts. If 
the surface is a DTM (see the “Build DEM” section of 
this report), turn this option off.

• “Enable hole filling” [checked]. This is relevant mostly 
for small scale or nonlandscape projects to prevent data 
gaps in the output.

• “Pixel size” (in meters or degrees) [Default]. Refers to 
the maximum ground sampling resolution. Leave as 
is, the resolution can be changed when the product is 
exported. Note that projected coordinate reference sys-
tems are measured in meters and geographic systems 
are measured in degrees.

• “Setup Boundaries” [Default]. The numbers represent 
the boundaries of the 3D framework. Leave as is; 
the boundaries can be changed when the product is 
exported.

Exporting Products and Error Reporting
Products can be exported from the File menu or by 

right-clicking on the desired chunk >> “Export…”. Ideally, 
the quality of the results and products are always reported; 
refer to James and others (2019) for guidance on reporting 
the quality. Error metrics that describe bias, accuracy, and 
precision should distinguish between systematic and ran-
dom error (Höhle and Höhle, 2009; James and others, 2017). 
Metashape provides a full report that includes markers, camera 
(image) locations, and point cloud errors (see the “Exporting 
Project Report” section of this report), though the accuracies 
assigned in the “Reference Settings” window are also relevant 
(see for example, Sherwood and others, 2018). Any correla-
tion between lens coefficients and residual errors (see section 
“Camera Calibration Check” section of this report) is pertinent 
to the integrity of the camera model and may require further 
evaluation, though an indepth review of this task is beyond the 
scope of this report.

Exporting Dense Cloud Products

The workflow used for this report does not include dense 
point clouds as a final product. Dense point clouds may be 
exported before building the DEMs and other products, edited 
externally, and reimported if Metashape does not have the 
capabilities to process the points cloud to the extent the project 
needs. Use File or right-click on a chunk >> Export >> Export 
Points. See the Metashape user manual for full documentation 
on the supported file types.

Exporting DEMs and Orthomosaics

The elevation products from the workflow used for this 
report are exported as GeoTIFFs, from File or right-click on 
chunk >> Export >> Export DEM >> “Export TIFF/BIL/
XYZ…”; and an orthomosaic is exported from File or right-
click on chunk >> Export >> Export Orthomosaic >> “Export 
JPG/TIFF/PNG…”. At this point in the workflow, the prod-
ucts can be adjusted to export at a lower resolution (in meters 
or degrees) in the Export DEM dialog (fig. 25). In order to 
ensure that multiple surveys are comparing data for the same 
area, and to more easily estimate error, products are exported 
with coincident bounds. This is most easily done by limit-
ing bounds to an integer multiple of the cell size in units of 
10–100 meters.

Exporting Project Report

Metashape provides a comprehensive project report that 
details the survey data (for example, number of images, cover-
age area), results of the camera calibration, error estimates of 
GCPs and camera locations, the processing parameters in the 
“Show Info” tab, and information about any products created. 
The report can be generated from File >> Export >> “Generate 
Report…”. The report may be used for quality control of the 
overall results of the SFM project. The individual and total 
errors of the camera locations and GCPs should be reported 
when publishing products. In general, a project may be 
deemed “good” if the following goals have been achieved (this 
list is not comprehensive):

• Point cloud reprojection error or unweighted 
RMS reprojection error is less than 0.3 pixel.

• The residual error vectors (see the “Camera 
Calibration Check” section of this report) are less than 
1 pixel long.

• The total error of the camera locations and markers 
is equal to or less than the prescribed accuracy in the 
Reference Settings dialog.

• The above goals were achieved and about 10 percent 
of the original number of tie points remain. A lot more 
points (more than 25 percent) may suggest that further 
reduction of error is possible and less than that may 
indicate that too many points were removed.
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Figure 25. Screenshot of the Export DEM dialog in Agisoft 
Metashape Professional Edition; the “Coordinate System” 
dropdown has been changed to a compound system; the “Raster” 
resolution has been adjusted to a round number, and the “Region” 
section has been edited to reflect rounded values in the “Setup 
boundaries”.

Creating Compound Coordinate 
Reference Systems

The products in this workflow are exported using a 
compound coordinate system. For example, the Hurricane 

Florence data were made up of the North American Datum 
of 1983 (2011 update; horizontal datum; NAD83[2011]) and 
then exported in NAVD88(2011) and Universal Transverse 
Mercator Zone 18N projection (UTM Zone 18N), and the 
elevations (height) in the vertical datum were changed from 
ellipsoid height to the North American Vertical Datum of 1988 
(NAVD88) measured in meters, resulting in the compound 
coordinate system of “NAD83(2011) / UTM Zone 18N + 
NAVD88 height (m)”. This is not natively in the Metashape 
library, but the datum can be created in Metashape (fig. 26). If 
the error “Selected vertical datum is unavailable” occurs, then 
the most likely explanation is that the proper geoid was not 
placed in the Metashape directory. Use the following steps to 
create a compound coordinate reference system:

1. Download the necessary geoid (Agisoft LLC, 2021b); 
the example in figure 26 is “GEOID 12B (ESPG::5103) 
for NAD83(2011; ESPG::6318)”. Currently (2021), the 
most up-to-date geoid is GEOID 18.

2. Place the downloaded geoid into the correct Metashape 
directory, based on where the Metashape files were 
placed during installation; for example, C:\Program 
Files\Agisoft\Metashape Pro\geoids\.

3. Restart Metashape.

4. Reference panel >> Reference Settings >> “Coordinate 
System” dropdown >> “More…”.

5. Use the “Filter” input bar or in Projected Coordinate 
Systems, navigate to the correct datum, in the example, 
NAD83(2011) / UTM zone 18N.

6. In the Select Coordinate System dialog, select the “Edit 
Coordinate System” pencil icon.

7. Change the “Name” to reflect the compound system 
being created.

8. In this example, the “Vertical CS” field was changed 
from the previously selected “Ellipsoidal Height” to 
“NAVD88 height (EPSG::5703)” in the dropdown list. 
This completes the switch to orthometric heights based 
on the downloaded geoid.

9. Click “OK”.

10. The new system is now saved under “User-Defined 
Coordinate Systems” accessed from the Select Coordi-
nate System dialog.
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Step 2 Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

A B

C

D

Figure 26. Screenshots of the process in Agisoft Metashape Professional Edition to create a compound coordinate reference system, 
with specific steps outlined in red. A, Download the correct geoid and place it in the correct directory; B, Navigate to Reference 
Settings and select “More…” from the “Coordinate System” dropdown; C, From the Select Coordinate System dialog select the 
coordinate system and then choose the edit (shaped like a pencil) button to bring up D, The Edit Coordinate System dialog, where the 
different parameters can be selected to build the compound coordinate reference system.
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Batch Processing
Metashape can run multiple steps of the SFM work-

flow on multiple chunks without user intervention by a 
batch process, which can keep processing steps consistent 
between projects or users. A batch process can be saved and 
run for many parts of the workflow, including alignment, 
optimization, building, and exporting. The batch process step 
progression contains the same settings as the steps in the 
“Building Products” section of this report (fig. 27). See the 
“Automation” section in the Metashape user manual for a full 
description of batch processing.

1. Workflow >> Batch Process >> “Add…”.

2. Select “Build DEM” from “Job type”.

3. Target the desired chunk(s) by using the “Apply to” 
dropdown to choose “Selection”.

4. Change or accept the job type settings:

a “Point classes” set to “All”. If points were classified 
and are meant to be excluded, double-click on “All” 
>> “…” >> and deselect the classes.

b “Projection” is not added by default; double-
click to set.

c “Resolution (m/pix)” set to 0 means the native 
resolution will be used to create the product. This 
can be changed to a lower resolution immediately or 

when exporting the product; note that there is a bug 
in the early 1.6.x versions that would accept a lower 
resolution but still build at native resolution.

5. When done setting the property values, click “OK”.

6. Add another job. In this example, add a “Build Dense 
Cloud” step. Target the same chunk(s) as step 3.

7. Change or accept the job type settings; the value in 
bracket is the setting selected in the example:

a “Quality” [High]; and

b “Depth filtering” [Mild].

8. Reorder the jobs in the batch dialog using the green 
arrows; the DEM is built second based on the 
Dense Cloud.

9. Add a final job “Build Orthomosaic”. See the setting 
choices in the “Build Orthomosaic” section of this 
report. “Projection” is not added by default; double-
click to set.

10. Save the batch process with all the jobs added to a file 
so it can be loaded for other projects. Use the “Agisoft 
Batch Jobs .xml” as the file type.

Step 8

Step 1

Step 10

Step 4a

Step 2

Step 3

Step 4b
Step 4c

Figure 27. Screenshot of the process in Agisoft Metashape Professional Edition to create a Batch Process, with specific steps 
outlined in red. A, Use the Batch Process dialog to add, edit, remove, and reorder jobs; and B, If the “Add…” button is selected, the Add 
Job dialog appears, where the job settings can be changed.
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Limitations in the SFM Workflow
This document is not an exhaustive study in all possible 

permutations for an SFM workflow. The SFM workflow estab-
lished for the imagery collected as part of the USGS hurricane 
relief and recovery efforts project is meant to guide rather than 
be followed strictly. Many decisions depend on the nature of 
the imagery and the resolution at which geospatial outputs are 
required. Therefore, the diversity of imagery and projects that 
find this guide useful should not be inhibited by the narrow 
processing scope in this report, which is intended for coastal 
aerial datasets.

Agisoft updates the Metashape software frequently, and 
the Metashape user manual should be consulted when updates 
become available. Although the concepts of photogrammetry 
do not change, the way software refers to them sometimes 
does. Changes in the application of technology to photogram-
metric processes lead to updates in software and workflows.
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Glossary
aerial triangulation The iterative process 
that uses collinearity equations and a bundle 
adjustment to solve for the three-dimensional 
coordinates of cameras and key points 
based on markers, tie points, and initial 
approximations of exterior orientations.

alignment The process of creating key 
points and tie points between images to 
determine their relation and finding the 
position of the camera for each image.

benchmark The act of running a computer 
operation to assess the relative performance.

bundle adjustment Refining a visual 
reconstruction to produce jointly optimal 
three-dimensional structure and viewing 
parameter (camera pose or calibration) 
estimates. See Triggs and others (2000) for an 
in-depth discussion.

camera location The Cartesian coordinates 
(x,y,z) of each image based on a Global 
Positioning System or other global navigation 
satellite system unit that can be paired with 
a positional correction methodology, such 
as postprocessing kinematic and real-time 
kinematic techniques.

camera orientation Determines the 
attitude, position, and intrinsic geometric 
characteristics of the camera and includes 
interior and exterior orientations. See 
also “exterior orientation” and “interior 
orientation”.

check point A type of marker in Agisoft 
Metashape Professional Edition used to 
validate the accuracy of the results of camera 
alignment and optimization procedures rather 
than to reference the model.

control point A type of marker in Agisoft 
Metashape Professional Edition, equivalent 
to ground control point. Used to reference the 
model. See also “ground control point”.

exterior orientation The position and 
orientation, or attitude, of the camera when 
the image was taken or the relation between 
the ground and the image. The exterior 
orientation is usually collected with an 
onboard Global Positioning System or inertial 
navigation system and computed from ground 
control points and tie points. Position refers 
to the locations of ground-space coordinates 
x,y,z of the camera focal point and the 
orientation is given by coordinates ω,φ,κ, 
which are the angles of rotation around the 
x, y, and z axes, respectively; ω, φ, and κ 
are also referred to as yaw, pitch, and roll, 
respectively, when defining the camera with 
respect to a navigation coordinate system.

ground control point A point on the surface 
of the Earth with a known location that is used 
to georeference imagery. See “control point”.

interior orientation Defines the internal 
geometry of a camera or sensor as it existed 
at the time an image was taken. It defines the 
image’s space coordinates based on the focal 
length, principle point coordinates, and lens 
distortion coefficients.

key point A point of interest on a 
two-dimensional image that the program 
determines to be an important feature that is 
often a point of high contrast or texture.

key point size The scale of the key point for 
an image; measured as the standard deviation 
of the algorithm to reduce image noise 
and detail.

optimization See bundle adjustment.

photogrammetry The science and 
technology of obtaining reliable information 
about the properties of surfaces and objects 
through the combination and analysis 
of photographic images. In this report, 
photogrammetry is performed by extracting 
three-dimensional measurements from 
two-dimensional data using geometry and a 
known scale.
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postprocessing kinematic While images 
are being collected with an onboard global 
navigation satellite system unit, a separate 
network with more accurate triangulation is 
also recording positional information. After 
images are collected, the two sets of data are 
matched, and the onboard data is corrected, 
or postprocessed. The technique is an 
alternative to real-time kinematic processing, 
which requires a connection of the global 
navigation satellite system to a base receiver.

structure from motion A method or 
application of photogrammetry that relies 
on extracting three-dimensional structure 
from overlapping offset two-dimensional 
images without the need for a previously 
defined specification of camera positions 
and orientations. In order to place the 
three-dimensional structure in real 
world coordinates, camera positions and 
orientations are solved for in an iterative 
bundle adjustment procedure.

tie points A set of key points that have 
been matched as projections of the same 
three-dimensional point on different images. 
Metashape matches images on different 
scales; the accuracy of tie point projections 
depends on the map scale at which they 
are located.
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or visit our website at
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